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 1995 Cambridge University PressTopical Categories of DomainsSTEVEN VICKERSDepartment of Computing, Imperial College, 180 Queen's Gate,London SW7 2BZ, England. (s.vickers@doc.ic.ac.uk)Received 22 September 1998It is shown how many techniques of categorical domain theory can be expressed in thegeneral context of topical categories (where \topical" means internal in the category Topof Grothendieck toposes with geometric morphisms). The underlying topos machinery ishidden by using a geometric form of constructive mathematics, which enables toposes as\generalized topological spaces" to be treated in a transparently spatial way, and alsoshows the constructivity of the arguments. The theory of strongly algebraic (SFP)domains is given as a case study in which the topical category is Cartesian closed.1. Introduction1.1. \Topology-free spaces"\Always topologize!"(Stone 1938)\A topos is a generalized topological space."(Grothendieck 1972)Taken together, these two dicta imply a general mathematical programme of topol-ogization in which classes are replaced by toposes: instead of the class of widgets weconsider the topos classifying widgets (i.e. the topos whose points are widgets). Thetopos not only determines the class of widgets, but simultaneously, and inseparably,embodies the generalized topological structure on the generalized space of widgets.This resort to toposes may seem at �rst sight an unacceptably burdensome technicaloverhead, but in fact the practical mathematical consequences can be surprisingly un-obtrusive. Toposes classify theories in the so-called \geometric" logic, and it is quite inorder to treat a topos as a \space" whose points are the models of the theory and totreat a geometric morphism (a generalized continuous map between generalized topolog-ical spaces) as a transformation of points of one such space into points of another. Aslong as the transformation is de�ned uniformly and in accordance with a geometricallyconstructive discipline it will yield a geometric morphism, and so we see continuity undera new light as uniformity combined with geometricity. Our Stone-Grothendieck general-ized topologization is thus achieved by working with a geometric \Stone-Grothendieckmathematics". Since this often has the e�ect of avoiding explicit discussion of topologicalstructure (lattices of opens or categories of sheaves), we shall refer to this view of toposesas one of \topology-free spaces" { which is not to say that these generalized spaces do not



Steven Vickers 2have any topology, but rather that it is intrinsic and hidden. Introductory accounts ofthe ideas are in Vickers (1996, 1998a); more technical justi�cation is in Vickers (1997a).To explain how this works, we �rst have to be very clear about the dual nature oftoposes: as Mac Lane and Moerdijk (1992) say right at the outset, a topos can be con-sidered both as a \generalized topological space" and as a \generalized universe of sets".But the formal de�nitions say that the topos is the generalized universe of sets, and inthese terms it is extremely di�cult to sustain the generalized space view. Hence althoughthis view is a fundamental one of which experienced topos theorists are fully aware, ittends to get obscured in the exposition.We shall explicitly separate the two viewpoints by reserving the word topos for the gen-eralized spaces. (This runs counter to the general usage, but has etymological support inthat it treats toposes as the objects of which topology is the study.) The generalized uni-verses of sets { speci�cally, those categories (otherwise known as Grothendieck toposes)that satisfy the conditions of Giraud's theorem (see Johnstone (1977)) { will be calledgeometric universes or GUs (in Vickers (1993a, 1995a, 1995b) they are called Giraudframes or G-frames). The distinction is analogous to that between locales and frames (inJohnstone (1982); or, in Joyal and Tierney (1984), the distinction between spaces andlocales), and indeed we hope that the techniques of spatial reasoning for locales that areinvestigated in Vickers (1995) can be developed for toposes too. Similarly, a GU homo-morphism will be a functor that preserves �nite limits and arbitrary colimits { hence, theinverse image part of a geometric morphism. For a topos D, the corresponding geometricuniverse will be written SD.The present paper is in large measure a case study for this topologization programmein which it is applied to domain theory, and one deliberate aim is to give a topos-theoreticaccount that looks as much as possible just like constructive domain theory. A preliminaryaccount in the form of lecture slides has already appeared (Vickers 1992a).Let us now lay down the ground rules for this geometric mathematics (technical justi-�cation is in Vickers (1997a)).(1) \Geometric" mathematics comprises those constructions and properties that can beinterpreted in any geometric universe and are preserved by GU homomorphisms.(2) If certain structures are described as being the models of a geometric theory T , that isto say, they are speci�ed by structure and properties within geometric mathematics,then there is a corresponding \classifying" topos [T ] of which those structures are thepoints.Recall the usual notion of a geometric theory presentation { a many-sorted, in�nitary,�rst-order theory presentation, in which the axioms take the form � `x  . Here x isa �nite list of sorted variables and � and  are geometric formulae (the only connec-tives allowed are arbitrary disjunction, �nitary conjunction, sorted equality and existen-tial quanti�cation) whose free variables are all taken from x. (Details can be found inMakkai and Reyes (1977); also in Johnstone (1977) and Mac Lane and Moerdijk (1992),though for simplicity they treat the coherent theories, restricted to the �nitary logic.)We shall be more liberal and admit presentations that use geometric constructions as



Topical Categories of Domains 3type constructors, to create new types out of the given sorts (the base types). Functionand predicate symbols will be allowed to use the derived types in their arities.(3) If such a theory in (2) is \essentially propositional", that is to say, it has no sorts(other than what can be constructed geometrically out of thin air), then the corre-sponding topos is actually a locale. We have no need to distinguish between localesand localic toposes, since our notation explicitly distinguishes between frames 
Dand geometric universes SD.(4) Suppose D and E are two toposes. Then construction of points of E out of points ofD, if it is geometric, describes a geometric morphism (or map) from D to E.(5) Geometric morphisms between locales are the same as continuous maps.Consequently, we describe a locale or a topos by giving a geometric description of itspoints; and we describe a continuous map or a geometric morphism by giving a geometricdescription of how it transforms points to points. No discussion of topology is thenneeded because the geometricity already covers that, and so locales and toposes appearas \topology-free spaces". Of course, this phrase is introduced in direct contrast withthe common description of locales as \point-free topologies". The point-free topology isthe frame of opens, treated as an algebraic structure in its own right. The \topology-freespace" methods are to work rather with presentations by generators and relations, andthen in a switch of emphasis to treat them not as algebraic presentations of the framesbut as geometric descriptions of the points.We shall examine what is allowed in this geometric mathematics, but �rst let us men-tion some things that are not allowed.| The logic is non-classical. Intuitionistic logic is valid in geometric universes, but ingeneral excluded middle and choice are not valid. More subtly, intuitionistic nega-tion is not preserved by GU homomorphisms, and nor are implication and universalquanti�cation { so we can't use them in general, though we shall on occasion use theintuitionistic formulae in proving geometric results. The geometric logic is thereforemore restricted than intuitionistic logic. However, if we can prove or postulate thattwo propositions P and Q are logical complements (P ^ Q ` false, true ` P _ Q),then that fact is preserved by GU homomorphisms and so gives an instance of ageometric negation.| We can't use exponentials XY , powersets PX , or the subobject classi�er 
 { none ofthese is preserved by GU homomorphisms.I shall not attempt to formalize the geometric constructions, but they include �nitelimits, set-indexed colimits, image factorization, monicness, epiness, inclusion betweensubobjects, �nite intersections and arbitrary set-indexed unions of subobjects, existentialquanti�cation, free algebra constructions, N (natural numbers), Q (rationals), Kuratowski�niteness, �nite powersets (free semilattices) FX , universal quanti�cation bounded over�nite objects.A couple of speci�c issues worth mentioning are decidability and �niteness. Equality ispart of the geometric logic, but inequality is not (because there is no negation). Nonethe-less, certain \decidable" sets come equipped with inequality, a relation complementaryto equality { two good examples are N and Q. Finiteness is { as remarked above { Ku-



Steven Vickers 4ratowski �niteness (Johnstone 1977): X is Kuratowski �nite i� the free semilattice FXon X has an element T such that fxg � T for every x in X . This notion can sometimesbehave surprisingly. For instance, subsets of �nite sets, or intersections of �nite subsets,need not themselves be �nite. Section 2.1 provides a technical discussion.Notes {1 If T is a geometric theory, then the corresponding geometric universe S[T ] is exactlythe category that is usually referred to as the classifying topos of T . The notationcan be read either as Sheaves over the topos [T ], or as Sets with an adjoined genericmodel of T .2 When we refer to the points of [T ], the models of T , these models might be in anarbitrary geometric universe SD. D is known as the stage of de�nition of the point,and the theory of classifying toposes shows that points of [T ] at stage D are the sameas maps from D to [T ]. Models in the initial GU S = S1 of sets, i.e. maps from 1 to[T ], are known as global points.3 If f and g are two maps from [T ] to [T 0], then a natural transformation from f to gis a geometric construction, given a model M of T , of a homomorphism from f(M)to g(M).4 Toposes, maps and natural transformations are the 0-, 1- and 2-cells of a 2-categoryTop. We shall look at it more closely later, but let us note immediately that thehom-categories Top([T ]; [T 0]) (which is equivalent to the category of models of T 0 inS[T ]) are not arbitrary categories { they have all �ltered colimits (Johnstone 1977).1.2. Topologizing domain theoryIt has long been recognized that domains are topological spaces under their Scott topol-ogy. Normally, they are also sober (at least for continuous dcpos, though not, by John-stone (1981), for arbitrary ones) and hence can be equivalently treated as locales. Thisprovides a technical basis for treating domains as, fundamentally, topological structures(speci�cally, for us, locales) rather than ordered structures (e.g. dcpos). Since any localehas both an order (specialization) on points and all directed joins of points, we can �nda least �xpoint for any endomap of any locale with bottom point (a local locale), thusgiving us the essential domain theoretic machinery used to interpret recursion. More-over, there is a conceptual basis for the primacy of topology in that the order is oftenunderstood as an \information" order, and the topology provides a direct account ofthat information { each open represents a �nitely observable amount of it, as argued, forinstance, in Vickers (1989) or Abramsky (1991).Therefore, as an application of Stone's dictum, we shall take it as axiomatic that adomain is fundamentally a locale rather than a partially ordered set of any kind. Thiscan sometimes seem a retrograde step. For instance, unlike the category of dcpos, thecategory of locales is not Cartesian closed { though this advantage for general dcpos is lostin the algebraic case and only recovered in strongly algebraic domains after substantialwork. Nonetheless, the results of the paper will show that the topologization programmeholds together and in fact gives a greater unity to the techniques of domain theory.By the remarks of Section 1.1, domains as locales are also toposes. It turns out that



Topical Categories of Domains 5domain theoretic constructions such as products, coproducts and exponentials are specialcases of the more general topos constructions, and we shall prove this. In particular, theexistence of least �xpoints for continuous endomaps of domains with bottom turns outto be a special case of the existence of initial �xpoints for arbitrary endomaps of localtoposes (toposes with initial points) { in e�ect, local toposes are algebraically completein the appropriately transferred sense of Freyd (1991).However, the methods go considerably beyond this. Nice enough domains can be pre-sented by information systems of various 
avours (e.g. Larsen and Winskel 1984; Vickers1993; or indeed the slightly di�erent methods of Abramsky 1991) that are the mod-els of geometric theories, and moreover the continuous maps between the domains areequivalent to \approximable mappings" between information systems, which are also themodels of geometric theories. Fixing a 
avour of information system, we therefore gettwo toposes [IS] and [AM]. (AM is the theory of two information systems and an approx-imable mapping between them.) We also have maps src and tar : [AM]! [IS] giving thesource and target, a map id : [IS] ! [AM] giving the identity approximable mappings,and more that in short make an internal category in Top { a topical category. (The factthat Top is a 2-category greatly complicates the idea of internal category in it, and ade�nitive account of such things (Hyland and Moerdijk unpublished) hasn't appearedyet. However, the topical categories we study will all in a certain sense represent full sub-categories of Top, in that the approximable mappings correspond to arbitrary maps (asgeometric morphisms) between the corresponding domains (as toposes), and this givesus a somewhat more solid base on which to rest the internal category structure.) We �ndthat the topical category has, internally, much of the structure of the corresponding cat-egory of domains, and in particular for strongly algebraic domains the topical categoryis internally Cartesian closed. This is a stronger result than appears at �rst sight, forwith some other well-known CCCs such as Set, the Cartesian closedness is not internalin the corresponding topical category: essentially this is because exponentiation of setsis not geometric.The topos setting now begins to pay o� more decisively. In particular, we can usethe result mentioned above on algebraic completeness of local toposes to �nd not only�xpoints within domains, but also �xpoints among domains, i.e. solutions of domainequations. This is most easily seen for domains with bottom, when [IS] is local (thesingleton information system f?g is initial) and any map F : [IS]! [IS], i.e. any uniform,geometric construction of information systems from information systems, has an initialalgebra: this will solve the domain equation D = F (D). The key point is that toposesautomatically have all the �ltered colimits that abstract categorical domain theory hasto postulate, and the uniform, geometric de�nitions of geometric morphisms su�ce togive us the required continuity, preservation of these �ltered colimits.Note that F is necessarily functorial, but that is with respect to the homomorphismsbetween information systems { 2-cells in Top { and not the approximable mappings.In the strongly algebraic case, which is internally Cartesian closed, we have a mapF (X) = [X ) X ] that is not functorial with respect to continuous maps. However,the homomorphisms turn out to correspond to adjunctions between the domains so thatwe painlessly discover the well-known technical trick from domain theory that regains



Steven Vickers 6functoriality. (Actually, domain theory normally uses embedding-projection pairs, notgeneral adjunctions. The di�erence corresponds to the constructivist issue of whetherthe information system order is decidable or not.)1.3. Overview of the paperFollowing this introduction, we move in Section 2 to the technical background. Muchof this is already known, though perhaps some of the detailed proofs have not been setout before. However, I do not know of convenient references and certainly not in the\generalized space" language that I am using.In section 3 we look at some examples of topical categories, and in particular at twoways of constructing them. An \intrinsic" topical category captures the idea, given anytopos D, of a category whose objects are points of D and whose morphisms are homo-morphisms. These are simple, but inadequate for our domain theory. We need the slightlymore complicated notion of \display" topical category. This starts from an exponentiablemap p : E ! D, and captures the idea of a category whose objects are points of D, butwhose morphisms are maps between pullbacks of p. It is relatively rare for these topicalcategories to be Cartesian closed, and we illustrate this with some counterexamples.Section 4 treats the particular case of strongly algebraic domains, in which the topicalcategory is Cartesian closed, in some detail. Its domain-theoretic substance is largelytaken from Abramsky (1991). Its purpose is not so much to present the results in a newway, di�erent from Abramsky's { the apparent di�erences are often ones of expositionaltaste rather than anything else { but to show how unobtrusive the new, topos-theoreticfoundations are.Section 5 addresses domain equations and their solution.Section 6 discusses what is achieved by the topical methods, and speculates on revisedfoundations using Joyal's Arithmetic Universes.2. Technical backgroundThis section gathers together diverse technical results under four headings:2.1 { Finite power sets2.2 { The 2-category Top of toposes2.3 { Lifting in Top2.4 { Algebraic dcpos2.1. Finite power setsThe geometric account of �niteness (by which we mean Kuratowski �niteness (Kock etal. 1975; Johnstone 1977)) has some unexpected behaviour, a notorious example beingthat subsets of �nite sets need not themselves be �nite (Kock et al. 1975). Nonetheless,it �ts well with observational intuitions that a set is �nite i� you can give a �nite listof all its elements. (But note that if equality is not decidable then you can't necessarilyeliminate duplicates from the list.) Two �nite sets are equal i� every element of each is



Topical Categories of Domains 7also an element of the other. To understand the paradox of subsets, suppose S is �niteand T = fs 2 S j �(s)g. To list all the elements of T , we also need negative information:�(s) in order to know which elements of S can be omitted from the list.We recap here some basic properties and constructions relating to �nite sets, and inparticular the fact that bounded universal quanti�cation over a �nite set is geometric(Johnstone and Linton 1978). Much of this seems to be well-known folklore, but I don'tknow of any convenient reference for the ideas and shall summarize them here.The �rst step is to construct the �nite power set FX overX , and this is done as the free(join) semilattice. As it happens, by a theorem of Mikkelson this can be constructed in anyelementary topos as the [-subsemilattice of PX generated by the singletons (see Theorem9.16 in Johnstone 1977). However, in the context of geometric universes it is perhaps moreconvenient to see the construction as a special case of the existence of free algebras forany single-sorted algebraic theory that is �nitary enough (Theorem 6.43 in Johnstone1977). Moreover, by Lemma 6.44 there, the free algebra construction is preserved by GUhomomorphisms: in other words, free algebra constructions are \geometric".FX is the set of Kuratowski �nite subsets of X . From now on we shall omit \Kura-towski": when we say �nite, we mean Kuratowski �nite.We have already noted that subsets of �nite sets need not be �nite; here are someother unexpected behaviours.| Finite unions of �nite sets are undoubtedly �nite (just concatenate the lists of ele-ments), but �nite intersections are not. For a start, the empty intersection of �nitesubsets of X is the whole of X , which certainly need not be �nite. More subtly, if Sand T are �nite then S \T need not be because to discover what are all the elementsof S \ T you must be able to determine the negative information of when x =2 S (orT ).| The cardinality of a �nite set is not de�ned in general. To know that you have countedexactly how many elements there are in fw; x; y; zg, you need to know all the equalitiesand inequalities amongst the elements, and the negative information is not alwaysavailable geometrically.(Often the problem is one of decidability, i.e. lack of negative information. For instance,if � is decidable and S is �nite then fu 2 S j �(u)g is �nite; and if X has decidableequality, a binary predicate 6= that's a complement of =, then FX has binary intersectionsand there is a cardinality function from FX to N.)De�nition 2.1.1. (Finitely bounded universal quanti�cation) Let �(x; y) be apredicate on X � Y . Then the predicate 8x 2 S:�(x; y) on FX � Y is de�ned as_n2N9x1; : : : ; xn:(S = fx1; : : : ; xng ^ n̂i=1�(xi; y))An alternative and perhaps more precise de�nition would make direct use of the freesemilattice property of FX : if f : X ! PY corresponds to �(x; y) (i.e. �(x; y) holds i�y 2 f(x)), then this extends to a unique semilattice homomorphism from FX to PYunder \, and this corresponds to 8x 2 S:�(x; y). However, the de�nition given makes



Steven Vickers 8explicit that this is a geometric construction on �. To show that it really is boundeduniversal quanti�cation, one shows the characterizing proof-theoretic adjunction:Proposition 2.1.2. Let �(x; y) and  (y) be predicates on X � Y and on Y . Then (y) `S;y 8x 2 S:�(x; y) i� �(y) ^ x 2 S `S;y;x �(x; y)Next, we give some basic inductive and recursive tools for dealing with �nite sets.Theorem 2.1.3. (Simple F-induction) Let �(S) be a predicate on FX such that�(;) (base case), and if �(S) then �(fxg [ S) for all x : X (induction step). Then �(S)holds for all S.Proof. Let M be the subset of FX comprising those elements S for which 8T :FX:(�(T )! �(S [T )). M is a subsemilattice, and by the induction step it contains thesingletons, so it is the whole of FX . From S 2 M , and the base case �(;), we deduce�(S).Note that although the statement of this Theorem is geometric, the proof is not { ituses intuitionistic formulae. We conjecture that there is a geometric proof.(In Theorem 2.1.11 we shall prove a stronger induction principle.)Lemma 2.1.4. (F-recursion) Let f : X � Y ! Y satisfy1 8x; x0; y:f(x; f(x0; y)) = f(x0; f(x; y))2 8x; y:f(x; f(x; y)) = f(x; y)Then there is a unique g : FX � Y ! Y such that8y:g(;; y) = y8x; y:g(fxg; y) = f(x; y)8S; T; y:g(S [ T; y) = g(S; g(T; y))Proof. Let f 0 : X ! Y Y be the curried form of f . Let M0 be the image of f 0 in Y Y ,which is a monoid under composition, and let M be the submonoid generated by M0.Conditions 1 and 2 say that the elements of M0 are commuting idempotents. Becausethey commute, M is commutative, for consider the centralizer of M0 in Y Y { the set ofelements that commute with everything in M0. This is a submonoid containing M0, andhence containing all of M , and so everything in M commutes with everything in M0.Therefore the centralizer of M contains M0 and hence all of M , so M is commutative.Now we can show that the set of idempotent elements of M is a submonoid containingall of M0, and hence is the whole of M , so M is a semilattice. It follows that f 0 factorsuniquely via a semilattice homomorphism g0 : FX !M , which uncurries to the requiredg.Theorem 2.1.5. Let f : X � Y ! Y satisfy conditions 1 and 2 of Lemma 2.1.4, and lety0 : Y . Then there is a unique h : FX ! Y satisfyingh(;) = y08x; S:h(fxg [ S) = f(x; h(S))Proof. Let g be the function obtained in Lemma 2.1.4, and de�ne h(S) = g(S; y0).



Topical Categories of Domains 9Then h(;) = g(;; y0) = y0, and h(fxg [ S) = g(fxg [ S; y0) = g(fxg; g(S; y0)) =f(x; h(S)). Uniqueness follows by F-induction.Using F-induction, we can easily prove a number of results.Theorem 2.1.6.1 8x 2 S:(�(x) _  (x)) `S:FX9S�; S :(S = S� [ S ^ 8x 2 S�:�(x) ^ 8x 2 S : (x))2 Decidable subsets of �nite sets are �nite (Kock et al. 1975): if S is �nite and �(x) isdecidable, then fx 2 S j �(x)g is �nite. (Use 1 with  the complement of �.)3 (Johnstone 1984) 8x 2 S:(�(x) _  (x)) `S:FX 8x 2 S:�(x) _ 9x 2 S: (x)Note that the analogous deduction with S in�nite is intuitionistically unsound, so thisresult is saying something about �nite boundedness. It is directly analogous to therelation \�(� _  ) ` �� _ } " seen in the Vietoris powerlocale.4 If � is decidable, with complement  , then 8x 2 S:�(x) and 9x 2 S: (x) are comple-ments.5 If X has decidable equality, then on FX we have that 2 is decidable (x0 =2 S isequivalent to 8x 2 S:x 6= x0), that the intersection of two �nite sets is still �nite (use2 with S \ T = fx 2 S j x 2 Tg; see Acu~na-Ortega and Linton (1979)) and that each�nite set has a cardinality.6 8x 2 S:9y : Y:�(x; y) `S:FX 9U : F(X � Y ):(fst(U) = S ^ U � �)7 Emptiness is a decidable property in FX : the formula S = ; has complement 9x :X:x 2 S.(We write F1X for the set of non-empty �nite subsets of X .)Proof. The induction arguments are easy. For 7, we see by induction that `S:FX S =; _ 9x : X:x 2 S. To see that S = ; ^ 9x : X:x 2 S `S:FX false, consider I = f?;>gmade into a partial order { indeed, a lattice { by ? � >. The function from X to I ,mapping every element to >, extends to a semilattice homomorphism f : FX ! (I;_).If S = ; then f(S) = ?, while if x 2 S then f(S) = f(fxg [ S) = >_ f(S) = >, so wecannot have both.We shall now use F-induction and recursion to prove a sequence of �niteness results:that if S and T are �nite, then so are S � T , FS and the set FT(S; T ) of �nite totalrelations from S to T . The framework of the proof is the same in each case, and can beillustrated with S�T . For arbitrary types X and Y , � can be treated as a function fromFX�FY to F(X�Y ). De�ning the function is not too di�cult (using F-recursion, thefree semilattice property and so on), but more important to us is its speci�cation, thatS � T = f(x; y) : x 2 S ^ y 2 Tg { in other words,(x; y) 2 S � T a`x:X;y:Y;S:FX;T :FY x 2 S ^ y 2 TTo show that the recursive de�nition works correctly, i.e. that it satis�es its speci�ca-tion, one can use F-induction in a routine sort of way, but in practice this amounts toan assumption that the recursive calls work correctly and we shall make this assumptionwithout comment. (Compare this with the method of recursion variants as set out inMorgan (1990) or Broda et al. (1994).)



Steven Vickers 10Proposition 2.1.7. (Kock et al. 1975) If S and T are �nite then so is S � T .Proof. Let X , Y be any types. We de�ne � : FX �FY ! F(X � Y ) such that(x; y) 2 S � T a`x:X;y:Y;S:FX;T :FY x 2 S ^ y 2 TIf b : Y , then there is a unique function from FX to F(X � Y ), written S 7! S � fbg,such that ; � fbg = ; and (fag [ S)� fbg = f(a; b)g [ S � fbg. We see that(x; y) 2 ; � fbg , false, x 2 ; ^ y = b(x; y) 2 (fag [ S)� fbg , (x; y) 2 f(a; b)g _ (x; y) 2 S � fbg, (x = a ^ y = b) _ (x 2 S ^ y = b) (induction), x 2 fag [ S ^ y = bNow �xing S : FX , we can de�ne the unique function T 7! S �T such that S�; = ;and S � (fbg [ T ) = S � fbg [ S � T , and the proof that it satis�es its speci�cation issimilar.Corollary 2.1.8.1 `S:FX;T1;T2:FY S � (T1 [ T2) = S � T1 [ S � T22 `S1;S2:FX;T :FY (S1 [ S2)� T = S1 � T [ S2 � TProof. These could be proved inductively from the construction in Proposition 2.1.7,but much simpler is to use the speci�cation. For instance, for 1,(x; y) 2 S � (T1 [ T2), x 2 S ^ y 2 (T1 [ T2), x 2 S ^ (y 2 T1 _ y 2 T2), (x 2 S ^ y 2 T1) _ (x 2 S ^ y 2 T2), (x; y) 2 S � T1 [ S � T22 is completely similar, despite the asymmetry of the underlying construction.Proposition 2.1.9. (Kock et al. 1975) If S is �nite, then so is FS. (By Theorem2.1.6 (7) and (2), it follows that F1S is too.)Proof. If X is any type, we desire a function F : FX ! FFX such that T 2F(S) a`S;T :FX T � S. Let F be the unique function such thatF(;) = f;gF(fag [ S) = F(S) [ ffag [ T jT 2 F(S)g(ffag[T jT 2 F(S)g is the direct image of F(S) under the function from FX to itselfthat maps T to fag [ T .) Of course, we must check the conditions for F-recursion. Inother words, if U : FFX , then we want(U [ ffag [ T jT 2 Ug) [ ffbg [ U jU 2 U [ ffag [ T jT 2 Ugg= : : : same thing with a and b interchangedwhich is clear because the expression reduces toU [ ffag [ T jT 2 Ug [ ffbg [ U jU 2 Ug [ ffag [ fbg [ T jT 2 Ug



Topical Categories of Domains 11Also, we want that when a = b the expression reduces to U [ ffag [ T jT 2 Ug, whichagain is clear.Now we must show that the de�nition satis�es the speci�cation. T 2 F(;), T = ; ,T � ;, and it remains to show the case for fag [ S.T 2 F(fag [ S), T 2 F(S) _ 9U 2 F(S):T = fag [ U, T � S _ 9U : FFX:(U � S ^ T = fag [ U)(Note the assumption, justi�ed as an F-induction hypothesis, that T 2 F(S) , T �S.) Certainly this implies that T � fag [ S. For the converse, if T � fag [ S then wecan �nd T1 and T2 in FX such that T = T1 [ T2, T1 � fag and T2 � S. If T1 = ; thenT = T2 � S, while if T1 is inhabited then it is fag and so T = fag [ T2 with T2 � S.The following proposition is included not for its general importance, but because it isused later on (in Section 4.4) at a point where one might more naturally expect to usethe set of functions from S to T . However, for �niteness of the set of functions we shouldrequire decidability of S so that single valuedness of a relation R could be expressed as8(x; y); (x0; y0) 2 R:(x 6= x0 _ y = y0). If S is �nite, then we de�ne a �nite total relationfrom S to Y to be a �nite relation R ��n S � Y satisfying 8x 2 S:9y 2 Y:(x; y) 2 R.Lemma 2.1.10. If S and T are �nite, then so is the set FT(S; T ) of �nite total relationsfrom S to T .Proof. If X and Y are types then we desire FT : FX �FY ! FF(X � Y ) such thatR 2 FT(S; T ) a`R:F(X�Y ) R � S � T ^ 8x 2 S:9y 2 T:(x; y) 2 RWe de�ne FT to be the unique function such thatFT(;; T ) = f;gFT(fag [ S; T ) = fR [ fag � T 0jR 2 FT(S; T ) ^ T 0 2 F1(T )gAgain, it is not hard to show that this de�nition satis�es the conditions for F-recursion.When S = ; we have R 2 FT(;; T ), R = ; , R � ; � T ^ 8x 2 ;:9y 2 T:(x; y) 2 Ras required. For the other case,R 2 FT(fag [ S; T ), 9R0; T 0:(R0 2 FT(S; T ) ^ T 0 2 F1(T ) ^R = R0 [ fag � T 0), 9R0; T 0:(R0 � S � T ^ 8x 2 S:9y 2 T:(x; y) 2 R0^ T 0 2 F1(T ) ^R = R0 [ fag � T 0)This certainly implies that R � (fag[S)�T and 8x 2 fag[S:9y 2 T:(x; y) 2 R. Forthe converse, from R � (fag [ S)� T = fag� T [ S � T we deduce that there are �niteR1 and R2 such that R = R1[R2, R1 � fag�T and R2 � S�T . We can �nd b 2 T suchthat (a; b) 2 R; let R01 = R1[f(a; b)g � fag�T . If T 0 is the direct image of R01 under theprojection to T then T 0 2 F1(T ) (inhabited because it contains b), and R01 = fag � T 0.Next, R2 in itself might not be enough for R0 (in the case where a 2 S). However, wehave 8x 2 S:9y 2 T:(x; y) 2 R and so by Theorem 2.1.6 (6) there is some R02 ��n R suchthat fst(R02) = S. Let R0 = R2[R02. We have that R0 � S�T , 8x 2 S:9y 2 T:(x; y) 2 R0,and R = R0 [ fag � T 0, so we have found R0 and T 0 as required.



Steven Vickers 12We �nish this section by strengthening the principle of F-induction considerably,strengthening the induction hypothesis. (The only place where we need the strongerprinciple is in our account of Abramsky's normalization result for function spaces, ourLemma 4.4.5.)Theorem 2.1.11. (The principle of strong F-induction) Let P � FX be a predi-cate satisfying the induction step {8x 2 S:9U : FX:(S = fxg [ U ^ P (U)) `S:FX P (S) (*)Then P satis�es `S:FX P (S)Proof. Because emptiness of a �nite set is decidable, the induction hypothesis (thepremiss of (*)) implies S = ; _ 9x : X:9U : FX:(S = fxg [ U ^ P (U)), which is acollected form of induction hypothesis for simple F-induction. It follows that this is aformally stronger induction principle: any proof that uses the simple induction principlecan easily be turned into a proof using strong induction.The proof of validity of the strong principle is by induction on the size n of a represen-tation S = fx1; : : : ; xng (possibly with repetitions amongst the xis { in the absence ofdecidable equality there is no well-de�ned cardinality of S), and one role of the Theoremis to package up such induction and give a reasoning principle that does not have to referto the representation. I am grateful to Paul Taylor for a discussion that led to a rigorousproof along these lines to replace a more complicated one that I originally had.Let us write BX for the free commutative monoid over X . One should think of itselements as the �nite bags, or multisets, over X . We write + (bag sum) and 0 (emptybag) for the monoid operation and its unit, and fj�jg for the injection of generators (sofjxjg is the singleton bag containing x). We also write # : BX ! N for the monoidhomomorphism with # fjxjg = 1 (so #B is the total size of B), and � : BX ! FX forthe monoid homomorphism with � fjxjg = fxg (so �B is the set of elements of B).It is straightforward to prove the following induction principle on BX : if P � BX issuch that P (0), and whenever P (B) then P (fjxjg + B), then P (B) holds for all B. Wecan now show {1 If #B = 0 then B = 0 (easy by bag induction)2 � is onto: for the image of BX is a submonoid of FX that contains all the generatorsfxg.3 If x 2 �B then there is some C such that B = fjxjg + C. The base case, B = 0, isobvious { x 2 �0 is impossible. If x 2 �(fjyjg + B0) = fyg [ �B0, then either x = yor x 2 �B0. If x = y, then fjyjg + B0 = fjxjg + B0. If x 2 �B0, then by inductionB0 = fjxjg+ C 0 for some C 0, so fjyjg+B0 = fjxjg+ (fjyjg+ C 0).Now let P be as stated in the overall theorem. It su�ces to show 8n : N:Q(n), whereQ(n) �def 8B : BX:(#B = n! P (�B))When n = 0, we have P (;) because the induction hypothesis holds vacuously. Other-wise, suppose #B = n+1. If x 2 �B then B = fjxjg+B0 for some B0, and #B0 = n. By



Topical Categories of Domains 13induction on n we have P (�B0), and �B = fxg[ �B0. It follows from (*) that P (�B) asrequired.2.2. The 2-category Top of toposesWe shall describe here some aspects of categorical structure of the category Top oftoposes (Grothendieck toposes with geometric morphisms between them) and of its slicesTop=B. Though the constructions are well known, we shall need to describe them interms of the theories classi�ed { in e�ect, in terms of the points of the toposes.It is worth bearing in mind that Top is in fact a 2-category : each hom-class Top(D;E)is a category, and a large one at that (though locally small). As a consequence, it isgenerally too much to expect diagrams in Top to commute \on the nose", i.e up toequality { commuting is usually only up to isomorphism. In broad terms, this is becausein a category equality between objects is less important that isomorphism. Moreover,universal properties should properly be described in a 2-categorical form. For instance aproduct D�E is a representing object for a functor from Top to Cat, taking a topos Fto the category Top(F;D) � Top(F;E): \representing object" means that for every Fthe functor from Top(F;D�E) to Top(F;D)�Top(F;E), mapping f to (f ; fst; f ; snd),is an equivalence of categories.We shall need to work not only in Top itself, but also in the slice categories Top=B.The 2-categorical laxness that we shall allow is that the morphisms, triangles in which twosides have common target B, are to commute up to a given isomorphism. An importantissue will be whether the constructions we describe are preserved by the pullback functorsbetween slice categories: in fact, they all are.2.2.1. Terminal object The terminal topos 1 classi�es the empty theory (no vocabulary,no axioms). S1 = Set.2.2.2. Pullbacks Let D and E be two toposes over a base B: in other words we are givengeometric morphisms f : D ! B and g : E ! B. To avoid having to name too manythings, we shall use restriction map notation so that (for instance) if x is a point of Dthen xjB = f(x).The pullback D �B E classi�es triples (x; y; �) where x and y are points of D and E,and � : xjB �= yjB .This construction covers pullbacks and binary products in slices Top=C.2.2.3. Comma squares Again let D and E be toposes over B. The comma objectD >B Eclassi�es triples (x; y; �) where x and y are points of D and E, and � : xjB ! yjB is ahomomorphism. Again this covers comma squares in slices. A particular case of this isthe inserter, when a single topos D lies over B in two di�erent ways f; g : D ! B. Thecomma object (D; f) >B (D; g) is the inserter for f to g.2.2.4. Initial object The initial topos ; classi�es the contradictory theory (no vocabulary,axiom true ` false). To see why, suppose we have a point of ;, in other words we have



Steven Vickers 14contradiction false. Then any interpretation of vocabulary will give a model for anytheory, and any two interpretations will be isomorphic. The same topos ; is initial inevery slice, and is preserved by pullback.2.2.5. Bagtoposes If D is a topos, then there is also a topos BLD, its lower bagtopos,whose points are pairs (S; (x�)�2S) where S is a set and (x�)�2S is an S-indexed family ofpoints of D. In terms of geometric theory presentations, the slightly intricate constructioninvolves adding a new sort (for S) and functions from the old sorts to S in such a waythat the �bres over elements of S are models of the old theory. This can be universallycharacterized as a partial product (Johnstone 1992); it is a notable example of a casewhere care is needed in giving a proper 2-categorical account of the universal property(Johnstone 1993). We shall not go into the details here but use these construction mainlyto make geometric sense of phrases such as \set-indexed family of points".2.2.6. Coproducts Let D and E be toposes. Then their coproduct D+E classi�es tuples(I; (x�)�2I ; J; (y�)�2J ; �)where (x�)�2I is an I-indexed family of points of D, (y�)�2J is a J-indexed family ofpoints of E, and � : I + J �= 1. (Classically, of course, this is either a point of D or apoint of E.)We write it this way to make it clear using bagtoposes that we have a geometric theory,but in practice we can use a more perspicuous notation. The subsingletons I and J withI + J �= 1 are equivalent to a Boolean value (complemented proposition) p � 9�:� 2 I ,and the I- and J-indexed families are equivalent to a point x ofD de�ned if p, and a pointy of E if :p. Let us therefore write this point of D+E as a conditional if p then x else y.The injection inj1 : D ! D + E maps x to if true then x else �, and inj2 maps y toif false then � else y.An important feature of the if : : : then : : : else : : : notation is that it embodies a�ltered diagram. Consider if p then u else v, where u and v are points of a single topos.This gives a diagram whose shape is the discrete category f� 2 1 j pg+ f� 2 1 j :pg �= 1,and whose nodes are u for each � in f� 2 1 j pg and v for each � in f� 2 1 j :pg. Thediagram is �ltered and hence has a colimit (another point of the same topos). We shallwrite \if p then u else v" to denote this �ltered colimit.To see that D +E is a coproduct, consider maps f : D ! F and g : E ! F . A pointu = if p then x else y of D +E is isomorphic to the �ltered colimitif p then (if true then x else�) else (if false then� else y)= if p then inj1 x else inj2 yBecause geometric morphisms preserve �ltered colimits of points, the copairing [f; g]has to map u to the colimit of the image diagram in F , namely if p then f(x) else g(y).(The alert reader may well be worried by this recourse to preservation of �lteredcolimits when the diagrams are not external ones, but in fact sense can be made of theargument.)



Topical Categories of Domains 15If D and E are toposes over B, then D+E is still the coproduct in Top=B. Moreover,if f : C ! B, then f�(D+E) is equivalent to f�D+f�E. A point of f�D+f�E is of theform if p then (x; z0; �) else (y; z00;  ) where x and y are points of D and E, z0 and z00are points of C, � : f(z0) �= xjB and  : f(z00) �= yjB . If we let z = if p then z0 else z00,then ((if p then x else y); z; �) is a point of f�(D +E), � being the isomorphismf(z) = f(if p then z0 else z00) �= if p then f(z0) else f(z00)�= if p then xjB else yjB = (if p then x else y)jBThis gives an equivalence between f�D + f�E and f�(D +E).2.2.7. Exponentials Top is not Cartesian closed. However, many of the toposes we shallbe dealing with are exponentiable, so exponentials often exist. Let us note a general2-categorical fact, that pullback functors between slices preserve existing exponentials.For suppose q : E ! B is a geometric morphism and that D1 and D2 are toposes overB such that the exponential D1 )B D2 in Top=B exists. If F is a topos over E, thenthe following kinds of maps are all equivalent:F ! q�(D1 )B D2) over EF ! D1 )B D2 over BF �B D1 ! D2 over BF �E q�D1 ! D2 over B (because F �E q�D1 �= F �B D1)F �E q�D1 ! q�D2 over EIt follows that q�(D1 )B D2) is an exponential q�D1 )E q�D2.2.3. Lifting in TopIt is convenient to summarize here general results about lifting of toposes, commonlyknown as scone or Freyd cover (Johnstone and Moerdijk 1989; Johnstone 1992). Someof the coherence questions that arise are quite intricate, and we shall defer detaileddiscussion of them (in more general 2-categories than Top) to a later study. Here weshall be content with sketching the concrete constructions.De�nition 2.3.1. (Johnstone and Moerdijk 1989) A topos D is local i� the unique(up to isomorphism) map ! : D ! 1 has a left adjoint ? : 1 ! X (? pronounced\bottom"). Being a left adjoint means exactly that the global point ? is initial amongstall points: if f : Y ! X , then there is a unique 2-cell from !;? to f .(Clearly this de�nition can be extrapolated to general 2-categories. In particular, in poset-enriched categories, ? is indeed a bottom point of D and so we use this term rather thanJohnstone and Moerdijk's \centre" which seems topographically wrong.)A map between two local toposes is strict i� it preserves ? (up to isomorphism).We now have a sub-2-category LTop of Top, full on 2-cells, whose objects and morphismsare the local toposes and strict maps.We shall feel free to extend these de�nitions to slice categories Top=B by change ofbase, getting the notions of toposes or maps being local or strict over B.



Steven Vickers 16The essence of lifting is that it provides a left adjoint to the inclusion LTop ! Top{ this is exactly what lifting of domains does in a rather simpler context. It is lessstraightforward in our 2-categorical context, but Johnstone (1992) shows that the sconeor Freyd cover construction has the right properties. In Johnstone and Moerdijk (1989),LX is written bX.De�nition 2.3.2. Let X be a topos over base B. (We shall use restriction notationfor the map from X to B.) The scone or lifting of X over B, LBX , classi�es triples(b; I; (x�; ��)�2I) where b is a point of B, I is a subsingleton, and (x�; ��)�2I is an I-indexed family of pairs, x� a point of X and �� : x�jB �= b. This is again a topos over B,by the map that forgets everything except b.Over B, it has an initial point given by b 7! (b; ;; (�;�)), and a map up : X ! LBXgiven by x 7! (xjB ; 1; (x; id)). Note that the point (b; I; (x�; ��)�2I) of LBX is a �lteredcolimit of ?(b) and points up(x�).Proposition 2.3.3. LB provides lifting in Top=B.Proof. This and further properties of lifting (e.g. that it has coKZ properties) followfrom the fact that LBX is a cocomma object in Top:X �! BId # + #?X �!up LBX(The morphism up is the unit of the monad LB .)We now turn to discuss the axiomatization by Crole and Pitts (1992) of lift. Theyrequire a �xpoint-object 
: 
 is an \initial lift algebra" (with structure morphism � :L
 ! 
), equipped with a global point ! : 1 ! 
 that is an equalizer for Id
 andup;� : 
 ! 
. However, \algebra" here is used in a sense that is weaker than that ofEilenberg-Moore algebra for lift qua monad, so let us avoid confusion by using the wordstructure for the weaker sense.De�nition 2.3.4. Let F : C ! C be an endofunctor of a category C. Then an F -structure is an object X of C equipped with a morphism a : FX ! X .Theorem 2.3.5. Each slice Top=B has a �xpoint-object B � Idl(N).(Note that in the 2-category Top even the statement of this theorem raises coherencequestions that we are neglecting for the time being.)Proof. Let us �rst prove the case when B = 1. De�ne the locale 
 to classify inhabitedinitial segments of N (so 
 is the ideal completion of (N;�)). 
 is local (its initial pointis f0g), and we also have a map suc : 
! 
, suc(S) = f0g [ fn+ 1 j n 2 Sg which, bythe universal property of L, extends to � : L
! 
.Let us note straightaway that if we de�ne the global point ! : 1! 
 to be the wholeof N, then this is the equalizer for Id and up;� = suc. For if S = suc(S) then 0 2 S andn + 1 2 S for every n 2 S, so by induction S = N. Notice that ! is a �nal point of 
 {
 is colocal as well as local.Now suppose F : LD ! D is a structure for L. We require an essentially uniquemap it(F ) : 
 ! D that is an L-structure homomorphism, in other words �; it(F ) �=



Topical Categories of Domains 17L(it(F ));F . Now an ideal S of N is a �ltered colimit of the principal ideals # n suchthat n 2 S, so the action of it(F ) is determined by its action on principal ideals and theinclusions between them. We have {it(F )(# 0) = it(F ) � �(?) �= F � L(it(F ))(?) = F (?LD)it(F )(# (n+ 1)) = it(F ) � suc(# n) = it(F ) � � � up(# n)�= F � L(it(F )) � up(# n) �= F � up � it(F )(# n)By induction, this proves uniqueness of it(F ) on principal ideals. Let us write xn forit(F )(# n). it(F )(# 0 v # 1) = it(F ) � �(? ! up(# 0))�= F � L(it(F ))(? ! up(# 0))= F (! : ? ! up(x0))it(F )(# (n+ 1) v # (n+ 2)) = it(F ) � � � up(# n v # (n+ 1))�= F � up � it(F )(# n v # (n+ 1))This proves uniqueness of it(F ) on inclusions between principal ideals, and hence (taking�ltered colimits) on arbitrary points of 
. It also proves existence by allowing us to de�neit(F )(S) as the �ltered colimit of the corresponding diagram (over n 2 S) of points of D.The argument for Top=B is similar, but parametrized by points of B. The �xpointobject in Top=B is B � 
, and this is an LB-structure by IdB �� : B � L
 ! B � 
(using the fact that LB(B �
) �= B �L
).We use the �xpoint object to prove a remarkable property of local toposes, namelythat they are exactly the topical analogues of Freyd's (1991) algebraically complete cat-egories, i.e. those for which every endofunctor has an initial structure. By consideringthe identity endofunctor one can prove that every algebraically complete category has aninitial object, but the converse is far from true. However, we show that if a topos D hasan initial point (that is to say, it is local), then every endomap F has an initial structure{ it is constructed using �ltered colimits of points. To make this precise, we consider thetopos [F -Str] that classi�es F -structures. (An F-structure is a point x of D equippedwith a homomorpism � : Fx! x.) This is the inserter for F to IdD .We �rst set out some easy facts about toposes [F -Str] that are familiar from thecategory context (Freyd 1991).Proposition 2.3.6. Let F be an endomap of a topos D.1 Let � : Fx ! x and � : Fy ! y be two F -structures. Then homomorphisms from �to � are homomorphisms f : x! y such that �; f = Ff ;�.2 F extends to an endomap of [F -Str], mapping � : Fx ! x to F� : F 2x ! Fx.Moreover, there is a natural transformation from this F to Id[F - Str].3 If [F -Str] is local, with initial point � : Fa! a, then � is an isomorphism.Proof. 1. This is quite obvious. (The issue is that the general notion of homomorphismbetween models of a geometric theory has already been de�ned.)2. Also obvious. � itself provides the homomorphism from Fx to x.



Steven Vickers 183. We brie
y recall the usual argument. By initiality there is a unique F -structure ho-momorphism �0 : a! Fa. The composite �0;� is the unique F -structure endomorphismon a, and so is equal to the identity. Then because �0 is an F -algebra homomorphism wehave �;�0 = F�0;F� = F (�0;�) = F (Ida) = IdFa.Proposition 2.3.7. Let D and E be toposes, and F : D ! E and G : E ! D maps.Then [GF -Str] is local i� [FG-Str] is.Proof. Suppose [GF -Str] is local, with initial point � : GFa ! a. By an obviousgeneralization of Proposition 2.3.6 (2), F and G extend to maps F : [GF -Str] ! [FG-Str] and G : [FG-Str] ! [GF -Str]; we show that F� is an initial point of [FG-Str].Suppose that � : FGy ! y is an FG-structure, and let f : a ! Gy be the uniqueGF -structure homomorphism. Then Ff ;� : Fa! y is an FG-structure homomorphism.For uniqueness, let g : Fa ! y be another. Then ��1;Gg : a ! Gy is the unique GF -structure homomorphism and so equals f . Then Ff ;� = F��1;FGg;� = F��1;F�; g =g.Theorem 2.3.8. (In Top, local () algebraically complete) Let D be a topos.Then D is local i� for every map F : D ! D, [F -Str] is local.Proof. (Again, in the proof here we are neglecting coherence issues.)(: Take F = IdD, and let � : a! a be the initial point in [Id-Str]. There is a uniqueId-structure homomorphism from (a; �) to itself, i.e. a unique homomorphism f : a! asuch that �; f = f ;�. But both Ida and � satisfy this, so � = Ida. Now by consideringthe unique Id-structure homomorphism from (a; Ida) to (b; Idb), we see that there is aunique homomorphism from a to any point b of D. Hence D is local with initial point a.): Let us write S for the topos [F -Str]. By Proposition 2.3.3, we have a unique strictmap F 0 : LD ! D such that up;F 0 = F , and hence it(F 0) : 
 ! D the unique L-structure homomorphism. Let a = it(F 0)(!). Thena = it(F 0) � � � up(!) �= F 0 � L(it(F 0)) � up(!) �= F 0 � up � it(F 0)(!) = F (a)and the isomorphism makes a an F -structure A = (� : Fa! a). This will be our initialpoint ? of S.Now let E classify diagrams of the form Fb �! b f � y where b and y are points of D,and � and f are homomorphisms. E is a topos over S (by the map that picks out thestructure � : Fb! b), and moreover it is local over S: the initial point over the algebrab has y = ?. We can de�ne a map G : E ! E over S mapping the above diagram toFb ��! b � � Fb Ff � FyFrom G we get a map G0 : LSE ! E, strict over S. The forgetful map from E to S�D(forgets f) is an LS-structure homomorphism, and so we have a diagram of LS-structuresS �
 Id� it(F 0)�! S �Dk kS �
 �!it(G0) E �!Forget S �D



Topical Categories of Domains 19By initiality of S�
, it follows that for an F -structure B = (� : Fb! b), it(G0)(B;!)has the form Fb ��! b g � a. By the equalizing property of !, we have an isomorphismFb ��! b g � ak k " �Fb �!� b  �� Fb �Fg Faso that g is an F -structure homomorphism.To prove uniqueness, let S1 classify F -structures � : Fb! b equipped with F -structurehomomorphisms h : a! b, and let E1 classify points of S1 equipped with homomorphismsf : y ! b. E1 is local over S1 (take y = ?). We have a map G1 : E1 ! E1 over S1,de�ned just like G, and hence G01 : LS1E1 ! E1. De�ne a map H : S1 � 
 ! E1 byletting H((B; h); n) be (B; h) equipped withit(F 0)(n v !);h : it(F 0)(n)! it(F 0)(!) = a! bWe show that H is an LS1-structure homomorphism, so we check that two maps agreeon LS1(S1 � 
) �= S1 � L
 { they are (S1 � �);H and LS1H ;G01. Since every point ofL
 is a �ltered colimit of points ? and points n of 
, it su�ces to check on these. For((B; h);?), we �nd that both images in E1 have homomorphisms ? ! b which must beequal by initiality of ? in D. For ((B; h); n), we �nd that the two images are given bythe following two homomorphisms to b:it(F 0)(sucn) it(F 0)(sucnv!)�! a h�! bF � it(F 0)(n) F�it(F 0)(nv!)�! Fa Fh�! Fb ��! bTo show these are isomorphic, consider the diagram:it(F 0)(sucn) �= � F 0 � L it(F 0) � up(n) �= � F � it(F 0)(n)it(F 0) suc(nv!)# #F 0�L it(F 0)�up(nv!) #F�it(F 0)(nv!)it(F 0)(suc!)  ��= F 0 � L it(F 0) � up(!)  ��= F � it(F 0)(!)= # # =a � � Fah# #Fhb  �� FbHere, the bottom part commutes because h is an F -structure homomorphism, themiddle part by de�nition of a, the top right because up is a natural transformation fromId to L, and the top left because it(F 0) is an L-structure homomorphism.This shows that H is an LS1 -structure homomorphism (hence the unique one) fromS1 � 
 to E1. But there is another H 0, de�ned by H((B; h); n) = it(G0)(B; n) with htacked on, and so H = H 0. Applying them both to ((B; h); !), we see that h = g andhence there is a unique F -structure homomorphism from A to B.Corollary 2.3.9. Let D be an arbitrary topos, F : LD ! D a map. Then [(up;F )-Str]is local.



Steven Vickers 20Proof. LD is local, so by Theorem 2.3.8 [(F ; up)-Str] is local. Now apply Proposition2.3.7.2.4. Algebraic dcposThe localic theory of algebraic dcpos is well-known, but we shall recall some of it herefor three reasons.1 The strongly algebraic domains that are the main concern of this paper are algebraicdcpos, and many of the points discussed here will be needed later in the special case.2 They provide a simple example to illustrate the \Display categories" in Section 3.2.3 We wish to illustrate the idea that a locale is a special kind of topos.Let us �rst recall the localic theory of algebraic dcpos.De�nition 2.4.1. Let X be a poset. We de�ne its ideal completion IdlX to be the localewhose points are the ideals of X (the directed lower-closed subsets).A locale is an algebraic dcpo i� it is homeomorphic to IdlX for some poset X .Certainly the theory of ideals of X is geometric; it is most conveniently presented usinga unary predicate I � X satisfying {I(t) ^ s v t `st I(s)true ` 9s:I(s)I(s) ^ I(t) `st 9u:(I(u) ^ s v u ^ t v u)Since the theory has no new sorts, it is essentially propositional and IdlX is a locale(more precisely, it is localic relative to the theory where X lives).The familiar results on algebraic dcpos are constructive, and hold in a general geometricuniverse.Proposition 2.4.2. Let X be a poset. Then the following frames are isomorphic:1 
 IdlX2 Frh"s (s 2 X) j "t �"s (s v t)true � Ws2X "s"s^ "t � Wf"u : u 2 X; s v u; t v ugi3 The Alexandro� topology AlexX on X (that is to say, the frame of upper-closedsubsets of X).4 The Scott topology on the set of ideals of X .Proposition 2.4.3. A locale is an algebraic dcpo i� its frame is the Scott topology of aset-theoretic dcpo D satisfying one of the following equivalent conditions:1 D is order-isomorphic to the set of ideals of the poset KD of its compact elements.2 Every element of D is a directed join of compact elements below it.Then its global points are in order-isomorphism with D.However, neither the frame nor the set-theoretic ideal completion is geometric, so theseconstructions are less important to us.If we consider the generic poset (X;v) in S[poset], we obtain its ideal completionIdlX as a locale [poset][ideal] over [poset], and every algebraic dcpo (over any topos) is a



Topical Categories of Domains 21pullback of it. (We are extending the notation of Section 1.1 by writing [poset][ideal] forthe topos that classi�es pairs (X; I), X a poset and I an ideal of it.) We may thereforeconsider [poset][ideal]! [poset] as the algebraic dcpo classi�er. \Classi�er" here has thesame sense as in \subobject classi�er", not as in \classifying topos". In an elementarytopos, the subobjects are the pullbacks of the subobject classi�er true : 1 ! 
, andin the category of toposes the algebraic dcpos are the pullbacks of the algebraic dcpoclassi�er.To summarize: The ideal completion of a poset can be constructed \generically", asa geometric morphism [poset][ideal] ! [poset]. All other instances of the construction,over any topos, can be obtained from this one as pullbacks.An important corollary from these results is that algebraic dcpos are exponentiablein the category of toposes (Lemma 4.1 of Johnstone and Joyal (1982)). Of course, it isbetter known that they are exponentiable in the category of locales, i.e. locally compact.The corresponding property for toposes is slightly stronger { such locales are known as\metastably locally compact" {, but the results of Johnstone and Joyal are enough toshow that it holds for algebraic dcpos.If X and Y are posets, then by analysing the frame homomorphisms from Frh" s(s 2 X) j : : : i to AlexX one easily sees that continuous maps from IdlX to IdlY canbe described equivalently as certain relations f from X to Y { explicitly, they are thoserelations satisfying {s0 w s f t w t0 `s0stt0 s0 f t0true `s 9t 2 Y:s f ts f t1 ^ s f t2 `st1t2 9t 2 Y:(s f t ^ t w t1 ^ t w t2)Such relations are known as approximable mappings from X to Y . The identity ap-proximable mapping is w, and composition is by relational composition.Note that the last two axioms are the nullary and binary case of a more general formthat can be proved from the special cases by induction on n:n̂i=1 s f ti ` 9t:(s f t ^ n̂i=1 t w ti)We can state this more succinctly using �nite sets: if T is a �nite subset of Y , then8t0 2 T:s f t0 ` 9t:(s f t ^ 8t0 2 T:t w t0)Note also that approximable mappings are geometric in the sense that there is ageometric theory whose models are pairs (X;Y ) of posets, together with an approximablemapping (appearing as a binary predicate) between them. Let us write AM for this theory.There are then two posets Xs and Xt in S[AM], i.e. two geometric morphisms from [AM]to [poset], so [AM] is a topos over [poset]2. Thinking spatially, the �bre over a given pairof posets is to be the space of continuous maps from Idl(Xs) to Idl(Xt), so perhaps [AM]should be the exponential (Idl(Xs) )[poset]2 Idl(Xt)) over [poset]2. Indeed it is.Theorem 2.4.4. The exponential (Idl(Xs) )[poset]2 Idl(Xt)) exists and classi�es thetheory AM.



Steven Vickers 22Proof. This is an application of Lemma 4.1 in Johnstone and Joyal (1982). Let ussketch the proof in this simple case. If D is a topos over [poset]2, then let X and Ybe the two corresponding posets in SD. It can be calculated that Idl(X) classi�es thetheory of pairs (x; F ) where x is a point of D and F is a 
at presheaf on X(x): henceby Diaconescu's theorem, S Idl(X) is equivalent to the geometric universe of internalX-diagrams in SD. A geometric morphism from Idl(X) to Idl(Y ) is an ideal of theconstant internal X-diagram corresponding to Y , but this can be calculated to be justan approximable mapping from X to Y .This result gives us a universal characterization of the topos [AM] that does not dependon the presentation we gave for the theory AM.3. Examples of topical categories3.1. Intrinsic categoriesAn important aspect of the 2-categorical structure of Top is that it allows us to imagineeach toposD = [T ] as a category { not as its geometric universe SD, but as an idealizationof ptD (i.e. Top(1; D)) that transcends the possible insu�ciency of models of T in Set.The way this works as a practical technique is that if you have an aspect of categoriesthat can be expressed using the 2-categorical structure of Cat, then that expression canbe translated to Top. For instance, a category C has an initial object i� the uniquefunctor ! : C ! 1 has a left adjoint. Transferring this property to Top gives a naturalnotion of \topos with initial point" (and these are the local toposes of Section 2.3). Chas �nite coproducts i� every diagonal functor �n : C ! Cn has a left adjoint, andin Top we get the notion of \topos with all �nite coproducts". A result of Johnstone's(1992) can then be naturally read as saying that a certain bagdomain construction freelyadjoins �nite coproducts to a topos.This somewhat mystical category of generalized points is manifested as a topical cate-gory, because if T is a geometric theory then the theory of two models with a homomor-phism between them is also geometric. Clearly we seek a comma square [T ] >[T ] [T ],Hom[T ] SRC�! [T ]TAR # + #Id[T ] �!Id [T ]Alternatively, Hom[T ] can be expressed as the exponential [T ]$ where $ is the Sierpinskilocale (whose points are the subsets of 1).We can now make Hom(D)�!�!D into a topical category. Using the comma objectproperty of Hom(D), ID : D ! Hom(D) corresponds to the identity 2-cell on IdD . Forcomposition COMP, let Hom2(D) be the pullbackHom2(D) �! Hom(D)# �= #TARHom(D) �!SRC D



Topical Categories of Domains 23Then we have Hom2(D) �! Hom(D)# �= TAR #(#SRCHom(D) SRC��!+��!TAR Dand hence COMP : Hom2(D)! Hom(D). By de�nition, ID and COMP interact correctlywith SRC and TAR, while the unit laws and associativity follow from the correspondingproperties of 2-cells. We call this topical category the intrinsic category on D.The topical categories that we shall use to \topologize" categorical domain theory areactually not intrinsic categories { they are examples of the display categories that we shallintroduce in the next section. However, wherever you have a topos you have an intrinsiccategory, and it turns out that some of those associated with the display categories fordomains have particular domain-theoretic signi�cance: one, for instance, corresponds toa category of domains with embedding-projection pairs for morphisms.3.1.1. \The topos of sets is not Cartesian closed" We prove this to suggest that topicalCCC's are less common than you might expect. Of course, the statement must be un-derstood rather carefully. \The topos of sets" means the topos classifying sets, i.e. [set](usually known as the object classi�er). This has an intrinsic categorical structure topi-cally: its morphism topos is Hom[set] = [fn], classifying two sets and a function betweenthem. It is this topical category that is not Cartesian closed, i.e. it cannot be extendedwith the (essentially algebraic, and hence topically meaningful) structure of a Cartesianclosed category.The basic idea is that if [set] were a topical CCC, then exponentiation would have tobe covariant in both arguments, and this is impossible.Suppose we are given a topical CCC C, with toposes C0 and C1 classifying ob-jects and morphisms, and various maps including an exponential EXP : C20 ! C0. Ifwe take global points, then we get classes ptC0 and ptC1 of objects and morphisms,with various functions making an ordinary (though large) CCC ptC. This includesptEXP : (ptC0)2 ! ptC0, which is determined uniquely up to isomorphism by thecategory structure of ptC. Of course, with respect to the morphisms in ptC1, pt EXP iscontravariant in the �rst argument and covariant in the second. On the other hand, ptC0is not just a class { it is a category in its own right, and with respect to the morphismsthere, pt EXP is covariant in both arguments.Now consider the case of the intrinsic topical category on [set], and suppose that it isCartesian closed. The global points give the category Set, and EXP(X;Y ) is ordinaryexponentiation Y X . But ptC0, i.e. pt[set], is also Set, so we have a covariant functorEXP : Set2 ! Set such that EXP(X;Y ) �= Y X . Now consider (!; Id) : (;; ;) ! (1; ;) inSet2. EXP(!; Id) is a function from ;; �= 1 to ;1 �= ; , which is impossible.It is also instructive, under the assumption that [set] is intrinsically a topical CCC, toconsider the GU homomorphism S EXP : S[set] ! S[set]2. This is de�ned by a singleobject of S[set]2, and one can show that it would have to be Y X where X and Y arethe two generic sets in S[set]2. But one can also calculate that Y X is isomorphic to



Steven Vickers 24Y { essentially because the only functions that can be de�ned from one generic set toanother are the constant functions. The assumption that [set] is intrinsically a topicalCCC implies that this exponentiation is generic, and hence that in any geometric universewe have Y X �= Y for all objects X and Y { an obvious nonsense.I do not know of any topos other than 1 that is intrinsically Cartesian closed in thissense.3.2. \Display" categoriesWe follow with another family of examples of topical categories, which we shall call\display categories". Hyland and Pitts (1989) use pullback-stable classes of morphismsto model dependent types, and we shall use this idea in Top in the case where the classis generated by a single \classifying" morphism p of which every other morphism in theclass is a pullback. The paradigmatic example is the way a subobject classi�er t : 1! 
classi�es monics in an elementary topos { monics are pullbacks of it. Similarly, we treatp as classifying the pullbacks of it.The prime example in toposes is the �etale classi�er, the forgetful map from [set][elt](classifying sets with distinguished elements, i.e. pointed sets) to [set]: a geometric mor-phism f : D1 ! D2 is �etale (otherwise known as a local homeomorphism) i� it is apullback D1 �! [set][elt]f # #pD2 �!h [set]By de�nition of the object classi�er [set], h corresponds to an object X of SD2, andthen SD1 is equivalent to the slice geometric universe SD2=X .Now for the subobject classi�er, the morphism along the bottom is uniquely determinedby the monic. For the �etale maps, h is de�ned uniquely by f only up to isomorphism,and in fact there are examples of display categories where even that uniqueness up toisomorphism doesn't hold. Hence what p classi�es is really pullbacks of it equipped withspeci�ed pullback squares and so the notion of \classifying" is somewhat weaker thatwith the subobject classi�er; but the comparison is still useful.Let us call such pullbacks p-displays. If f : D1 ! D2 (equipped with a pullback square)is a p-display, let us call D1 a p-topos over D2. Given a topos D, consider p-Top=D, thefull subcategory of Top=D whose objects are p-toposes. Our interest lies in devisingp to capture various notions of topos { mostly locales, actually { over (arbitrary) Das p-Top=D. We have already seen how to capture discrete spaces (�etale maps) usingp : [set][elt]! [set], and then p-Top=D ' SD. A second main example is that of algebraicdcpos: if we take p to be the forgetful map (forgets the ideal) from [poset][ideal] to [poset],then it's the ideal completion of the generic poset, and we have already argued that itclassi�es algebraic dcpos. (Note that there is a discordance here with the way Hylandand Pitts (1989) use the word \algebraic". For them, an algebraic topos D is one thatclassi�es an essentially algebraic theory: its geometric universe SD is a presheaf categorySetCop for some �nite limit category C, and a localic algebraic topos is one for which C



Topical Categories of Domains 25is a poset { hence a meet semilattice. Our algebraic dcpos are locales D (localic toposes)for which SD is SetCop for an arbitrary poset C, and it would indeed be natural forus to de�ne a topos to be algebraic if SD is SetCop for an arbitrary category.) Otherkinds of locales that can be captured (sometimes in several constructively inequivalentways) include continuous dcpos, Scott domains, strongly algebraic (SFP) domains, Stonelocales, spectral locales, etc., etc. { we shall discuss some of these more fully in a latersection. The main body of the paper will be concerned with strongly algebraic domainsbecause of their computer science interest.Let us �x notation for a general scheme so far: we have a theory IS of informationsystems (e.g. the theory of posets), a theory IS+pt of points of information systems (e.g.ideals of posets), and a map p : [IS][pt] ! [IS]. Pullbacks of this will be called domains(though predomains would often be a more conventional term, because we don't usuallyassume bottom points). We shall assume that p is exponentiable, and therefore have[AM] = (P �s p)[IS]2 P �t p), where Ps and Pt are the two projections from [IS]2 to [IS] (cf.Theorem 2.4.4).[AM] is a topos over [IS]2, so we certainly have two geometric morphisms SRC andTAR from [AM] to [IS] (corresponding to Ps and Pt). Let us show that these form thesource and target maps of a topical category. Remember that the characterization of[AM] as an exponential over [IS]2 enables us to de�ne maps from any D into [AM] aspairs (Ps; Pt) of maps from D to [IS] together with a map from P �s p to P �t p over D.The identity map ID : [IS] ! [AM] is given by the pair (Id; Id) of maps from [IS] toitself, together with the identity map from Id� p to Id� p.Let [AM2] be the theory of two composable approximable mappings, in other wordsthe pullback [AM2] �! [AM]# �= #TAR[AM] �!SRC [IS]We have three maps from [AM2] to [IS] { or, more carefully, four maps with an iso-morphism between the middle two. Accordingly, we get four domains over [AM2]. Thetwo maps to [AM] give maps over [AM2] between the �rst two domains and between thelast two, and the isomorphism gives an equivalence between the middle two. Composinggives a map between the �rst and last, corresponding to a map from [AM2] to [AM]. Thisis COMP, for composition.By de�nition, ID and COMP interact correctly with SRC and TAR. The unit lawsand associativity follow essentially from the corresponding properties of maps, thoughwe have somewhat glossed over the 2-categorical aspects here. We shall call the resultingtopical category the display category obtained from p.Example 3.2.1. When p is the �etale classi�er, then its display category is equivalentto the intrinsic category on [set]. This is because maps between discrete locales areequivalent to functions (homomorphisms) between the corresponding sets.Our main aim in this paper is to show how a speci�c class of domains, namely thestrongly algebraic (or SFP) domains, can be put into a topical setting to exemplify an



Steven Vickers 26account of categorical domain theory that in many respects works much more smoothlythan the usual one. The strongly algebraic domains are chosen for exactly the usualreason, namely that the (topical) category of them is Cartesian closed and supportsdomain theoretic constructions including the Plotkin power domain.3.2.1. Capturing extra structure on the display category Categories of domains are gen-erally Cartesian (�nite products), and a few are Cartesian closed. If bottoms are notrequired, then the categories are generally also coCartesian. All these kinds of extrastructure can be expressed using essentially algebraic (�nite limit) theories, and so aremeaningful for internal categories in any category with �nite limits. Unfortunately, thecategory of toposes is actually a 2-category, and pullback squares commute only up toisomorphism. Because of these complications we shall not here attempt to work witha proper 2-categorical de�nition of \internal category" (Hyland and Moerdijk unpub-lished).Instead, when we come to investigate a particular p in Section 4 we shall show howits properties lead to p-Top=B inheriting structure from Top=B, so that constructionson p-toposes will agree with those pertaining to more general toposes. For instance, p-Top=B can inherit terminal objects from Top=B as follows. Suppose there is a globalpoint TERM of [IS] (i.e. TERM : 1 ! [IS]) that looks as though it ought to be theterminal object in an internal category sense. For any topos B we get a corresponding p-topos over B, namely (!; TERM)�[IS][pt], and what we do is to show that this is terminalin Top=B. Similarly, p-Top=B can inherit binary products from Top=B. We give amap PROD : [IS]2 ! [IS], and show that for any two p-toposes D1 and D2 over B,corresponding to f : B ! [IS]2, the pullback (f ; PROD)�[IS][pt] is equivalent to theproduct D1 �B D2 in Top=B.3.2.2. Examples We can now extend the negative result of Section 3.1.1 to cover moreparticular sets { speci�cally, �nite sets and decidable sets. These give two geometrictheories extending that of sets:FinSet is presented with a constant > : FX and an axiom `x:X x 2 >DecSet is presented with a binary relation 6= � X � X and axioms to make it thecomplement of equality: true `x;y:X x = y _ x 6= yx 6= x `x:X falseThese are localic over [set], because they are presented without any new sorts. Theyare not subtoposes of [set], even though non-constructively one might think of �nitenessor decidability as particular properties of a set X (i.e. just extra axioms). Actually, theyrepresent extra structure on X , and this shows up in the homomorphisms. Because > or6= must be preserved, homomorphisms of �nite or decidable sets must be, respectively,onto or 1-1.It is normal to presume that the category Set of sets is Cartesian closed, but we haveshown that the intrinsic topical category for [set] is not. We might therefore ask whetherperhaps [DecSet] is { maybe in [set] we omitted too much of the constructive structure.



Topical Categories of Domains 27The answer is No, but let us �rst take care to phrase the question properly. We arenot interested in the intrinsic topical category on [DecSet], because that corresponds tothe category of sets with 1-1 functions and that is certainly not Cartesian closed. (Itdoes not even have a terminal object, nor binary products.) To get a topical categorywhose morphisms correspond to all functions between decidable sets, we take the displaycategory arising from the �etale classi�er when pulled back to [DecSet].Let us now show that this display category is not Cartesian closed. Suppose that it is,with exponentiation map EXP : [DecSet]2 ! [DecSet]. Taking global points just as inSection 3.1.1 we �nd that ptEXP is a covariant functor from Set2mon to Setmon, whereSetmon is the category of sets with monos, and that, on objects, it takes (X;Y ) to Y X .The argument is now the same as before, because the functions ! and Id used there areboth 1-1.Now let us turn to the �nite sets. Classically, the category Set�n of �nite sets isCartesian closed. Again, we pull back the �etale classi�er to [FinSet] and consider thedisplay category that arises. Assuming that it is Cartesian closed topically, we �nd thatpt EXP is a covariant functor from Set2fo to Setfo, where Setfo is the category of �nitesets with onto functions, and that, on objects, it takes (X;Y ) to Y X . Now let Y beany non-empty �nite set. ! : Y ! 1 is onto, and so is IdY , so there is a functionptEXP(!; Id) : Y Y ! Y 1 �= Y . Let hY 2 Y be the image of IdY under this function. Weshow that hY is invariant under all permutations of Y , for let � : Y ! Y be one. Wehave a diagram (*)1 �! Y Y ptEXP(!;Id)�! Y 1 �=�! Yk #ptEXP(�;�) #ptEXP(Id;�) #�1 �! Y Y �!ptEXP(!;Id) Y 1 �!�= YThe two unlabelled morphisms from 1 to Y Y both select the identity function.We wish to show that this diagram commutes, for this will show that �(hY ) = hYare desired. The middle square is obvious, because both arms come to ptEXP(!; �). Forthe others we need to investigate the vertical maps. We prove a Lemma that may wellgeneralize to cover other topical display categories.Lemma 3.2.2. Assuming that the topical display category on [FinSet] is Cartesianclosed, let there be a diagram as follows. The objects are �nite sets, h, h0, k and k0 areall surjective, and the two outer squares commute.X1 f1�! X 01 ��! Y1 g1�! Y 01h # h0 # k # k0 #X2 �!f2 X 02 �!ptEXP(h0;k)(�) Y2 �!g2 Y 02Then the middle square commutes, and the bottom composite edge of the overall rect-angle is equal to ptEXP(h; k0)(f1;�; g1).Proof. We prove the second part �rst. Consider the exponential on functions, con-travariant in the �rst argument and covariant in the second. This exists simply by virtueof the internal CCC structure. If C1 is the topos classifying two �nite sets and a function



Steven Vickers 28between them, then this exponential is a map MEXP : C21 ! C1. This is functorial withrespect to homomorphisms between points, and a homomorphism between points of C21is just a pair of commutative squares like the outer two in the given diagram, and so weobtain a commutative square (a homomorphism between points of C1) like this:Y X011 gf11�! Y 0X11ptEXP(h0;k) # #ptEXP(h;k0)Y X022 �!gf22 Y 0X22Applying the two arms of this to an element � of Y X011 gives our result.Commutativity of the middle square follows by taking X1 = X2 = X 01, f1 = h = IdX1 ,and f2 = h0, and Y 01 = Y 02 = Y2, k0 = g2 = IdY2 and g1 = k. Then at the bottom we haveh0; pt EXP(h0; k)(�); Id = ptEXP(Id; Id)(�; k) = �; k.Let us apply the lemma in the case when all the objects are Y and h0 = k = �. Wesee that pt EXP(�; �)(Id) = ��1; Id;� = Id, in other words the left-hand square in (*)commutes. Now if we take X 01 = X 02 = 1 then we see that ptEXP(Id; �)(�) = �;� for all� : 1! Y , and this translates into commutativity of the right-hand square.Finally, the contradiction follows by taking Y = 2 and � to be the swap permutation,which has no �xpoints.For a more positive example, we can now describe a display category that is Cartesianclosed { that of �nite decidable sets. (The argument is already present to some extentin Acu~na-Ortega and Linton (1979).) Its display map p : [FinDecSet][elt]! [FinDecSet]is the pullback along [FinDecSet] ! [set] of the �etale classi�er. (Note that the intrinsiccategory on [FinDecSet] is not Cartesian closed at all. Indeed, it is a topical groupoid,for a homomorphism between �nite decidable sets must be 1-1 and onto, and hence anisomorphism.) The main point of di�culty lies in de�ning the exponentials. If X and Yare �nite decidable, then [X ) Y ] can be de�ned geometrically asff 2 F(X � Y )j8x 2 X:9y 2 Y:(x; y) 2 f ^ 8(x1; y1); (x2; y2) 2 f:(x1 6= x2 _ y1 = y2)gUsing Theorem 2.1.6 and Proposition 2.1.9, this is �nite decidable.4. Strongly algebraic domainsThe notion of strongly algebraic (or SFP) domain is due to Plotkin (1976), who gavea variety of mathematical formulations. There are various 
avours, and for our presentpurposes we shall assume neither a bottom point, nor second countability (i.e. the setKD of compact points need not be countable).Recall the classical de�nition: an algebraic dcpo D is a strongly algebraic domain i�1 Every �nite subset S of KD has a �nite, complete set MUB(S) of minimal upperbounds in KD. Here \complete" means that every upper bound of S is greater thanone of those in MUB(S).



Topical Categories of Domains 292 Given S ��n KD, de�ne MUB0(S) = S, andMUBi+1(S) =[fMUB(U) : U � MUBi(S)gMUB!(S) =[iMUBi(S)We require that MUB!(S) (the MUB-closure of S) should be be �nite for every S.We shall describe a geometric theory whose models are \strongly algebraic informationsystems" { those posets satisfying the conditions for KD given above. However, thereare certain issues raised by the constructive constraints.First, is the order decidable? We shall discuss this question here later (Section 4.6)in more detail, but let us say straight away that we shall not assume decidability. Infact, taking the order decidable or not gives two distinct constructive theories of stronglyalgebraic information systems. The undecidable version that we present here { whichis the harder one when it comes to describing domain constructors { is essentially thatgiven in Abramsky (1991).Second, the requirement of minimality for the bounds in MUB(S) is problematic ifthe order is undecidable. Classically, if S is a �nite subset of a poset then we can discardthe non-minimal elements to obtain a subset Min(S) comprising the minimal elementsof S, but constructively this is impossible without decidability of v. If it were possible,then homomorphisms between posets { i.e. monotone functions { would have to preserveMin. This is not so, as can be seen by considering the posets 2 = f0; 1g, with the discreteordering, and I = f?;>g, with ? v >. There is a monotone function f : 2 ! I thatmaps 0 and 1 to ? and > respectively. Minf0; 1g = f0; 1g, but Minf?;>g = f?g, whichis not the image of f0; 1g under f . When v is decidable, then homomorphisms must alsopreserve 6v and hence are order embeddings. These do preserve Min, and indeed Min(S)can be expressed geometrically as ft 2 S j 8s 2 S:(s 6v t _ s = t)g. We shall drop theinsistence on minimality and simply require, for each �nite set S, the existence of a �niteset T that is a complete set of upper bounds of S (and we write CUB(S; T ) to expressthis).Finite MUB-closures are similar: instead of describing MUB!(S) explicitly and requir-ing it to be �nite, we shall postulate the existence of some �nite set T � S such thatevery �nite subset of T has a complete set of upper bounds contained in T .We express this as a geometric theory as follows:De�nition 4.0.3. The theory IS of (strongly algebraic) information systems is presentedas follows:1 a single sort, X (whose elements are commonly called tokens)2 a binary predicate v � X �X3 axioms to make v a partial order:(a) `t:X t v t(b) s v t ^ t v u `s;t;u:X s v u(c) s v t ^ t v s `s;t:X s = t4 a binary predicate CUB � FX �FX



Steven Vickers 305 axioms to say that if CUB(S; T ) holds then T is a complete set of upper bounds forS:(a) CUB(S; T ) `S;T :FX 8s 2 S:8t 2 T:s v t(b)CUB(S; T ) ^ 8s 2 S:s v u `S;T :FX;u:X 9t 2 T:t v u6 an axiom to say that every �nite set of tokens has a �nite complete set of upperbounds: `S:FX 9T : FX:CUB(S; T )7 an axiom to ensure that if T is a �nite complete set of upper bounds for S, thenCUB(S; T ) holds:8s 2 S:8t 2 T:s v t ^CUB(S; T 0) ^ 8t0 2 T 0:9t 2 T:t v t0 `S;T;T 0:FX CUB(S; T )8 an axiom to say that every �nite set of tokens has a �nite CUB-closure`S:FX 9T : FX:(S � T ^ CUBcl(T ))where CUBcl(T ) �def 8U ��n T:9V ��n T:CUB(U; V )Notes {1 Axiom (6) is a consequence of (8) and hence super
uous. However, we make it ex-plicit in order to point out that (1)-(7) axiomatize the spectral algebraic or 2/3 SFPinformation systems.2 We have thatCUB(S; T ), 8s 2 S:8t 2 T:s v t ^ 8u:((8s 2 S:s v u)! 9t 2 T:t v u)The ) direction is just a rewriting of axioms (5). For (, choose T 0 such thatCUB(S; T 0). If t0 2 T 0, then 8s 2 S:s v t0 and so 9t 2 T:t v t0; we can nowuse (7).3 It follows from Note 2 that the axioms for CUB make it uniquely determined by v.Hence the map [IS] ! [poset] is a monomorphism of toposes, though it is not aninclusion. (If it were, i.e. if [IS] were a subtopos of [poset], then its structure wouldhave to be inherited from [poset] and in particular the homomorphisms of informationsystems would just be the monotone functions between posets. But we shall see laterthat preservation of CUB makes them more restricted.)4 Classically, this new de�nition is equivalent to the old one: a poset (X;v) is equivalentto the set of compact points of a strongly algebraic domain i� it can be equippedwith a predicate CUB making it a model for IS. For the ) direction we can de�neCUB(S; T ) i� T is a complete set of upper bounds of S, and for(, suppose S ��n Xand CUB(S; T ). By taking the minimal elements of T , we get a �nite complete setof minimal upper bounds of S. Let U � S be �nite and CUB-closed. The chain(MUBi(S)) can be constructed in U , and so MUB!(S) � U is �nite.5 In practice, we don't need to describe CUB fully. For suppose X , v and CUB0 satisfyaxioms (1) - (6) in the De�nition for X , v and CUB. Then we can make a unique



Topical Categories of Domains 31spectral algebraic information system using X and v by de�ning CUB(S; T ) as theformula8s 2 S:8t 2 T:s v t ^ 9T 0 : FX:(CUB0(S; T 0) ^ 8t0 2 T 0:9t 2 T:t v t0)6 A discrete poset (i.e. a set X) can be equipped with the structure of a stronglyalgebraic information system i� it is �nite and decidable. If X is equipped with CUB,then for some �nite S we have CUB(;; S), from which we see that X = S is �nite;and s 6= t i� CUB(fs; tg; ;). Conversely, if X is �nite decidable then CUB(S; T ) i�S = ; and T = X , or S = fsg = T for some s, or there are s 6= t in S and T = ; .7 Vickers (1998) shows that IS is equivalent to the theory of 
at presheaves over acategory C whose objects are �nite cardinals equipped with �nite partial orders andwhose morphisms are adjunctions (the reason for that choice of morphisms will be-come more apparent in the light of Proposition 4.0.6). By Diaconescu's theorem, thisshows that that S[IS] is equivalent to the functor category SetC . It is also shownthat this result is the geometric analogue of Plotkin's alternative characterizationof strongly algebraic domains as \SFP" (Sequence of Finite Posets). Correspondingresults hold for variations on IS that we discuss later, including decidable informa-tion systems (Section 4.6), and information systems with bottom, with or withouttermination predicate (Section 5).De�nition 4.0.4. A strongly algebraic domain is the ideal completion of a stronglyalgebraic information system. More precisely, there is an obvious map from [IS] to [poset],and the pullback along this of the algebraic dcpo classi�er is the strongly algebraicclassi�er. We shall usually write it as p : [IS][pt] ! [IS]. A strongly algebraic domain(over a given topos) is a pullback of the classi�er.We have already mentioned that our domains without bottom might more usually becalled predomains. However, a more subtle connotation of \predomain" is \somethingwhose lift is a domain" so that one can move between domains and predomains by addingor removing bottom. This is not possible for us. For instance, all 
at domains (lifted sets)are strongly algebraic, but by note (6) above the unlifted sets are not, except when �nitedecidable.From the general theory of algebraic dcpos, we know that maps between stronglyalgebraic domains are given by approximable mappings. Hence we get a theory AM ofstrongly algebraic approximable mappings, i.e. those for which the source and targetposets are both strongly algebraic information systems.Besides the continuous maps between domains, it is interesting also to consider thehomomorphisms between information systems, de�ned in the standard way for modelsof a geometric theory.De�nition 4.0.5. Let X and Y be two strongly algebraic (or, indeed, spectral algebraic)information systems. A homomorphism from X to Y is a monotone function f : X ! Ythat preserves CUB: CUB(S; T )) CUB(f(S); f(T ))



Steven Vickers 32Proposition 4.0.6. Let X and Y be strongly algebraic (or spectral algebraic) informa-tion systems. Then there is a bijection between {| homomorphisms from X to Y| adjunctions between Idl(X) and Idl(Y )Proof. If f : X ! Y is any monotone function, then we have an approximablemapping � : X ! Y de�ned by s � t i� f(s) w t, and f can be recovered from � becausef(s) is the greatest t such that s�t. We can also de�ne a relation  from Y to X (notnecessarily an approximable mapping) by t s i� t w f(s). Then w; ;w =  , and  isright adjoint to � in the sense that �; � wX and  ;� � wY . These conditions su�ceto make  uniquely determined by �, for t s i� 8t0:(s�t0 ! t w t0). But for an arbitraryapproximable mapping �, if it has such a right adjoint  then f exists: for for any s 2 Xwe can �nd t with s�t s, and t is the greatest such that s�t and hence unique. We takef(s) to be this t.We have thus shown a correspondence between, on the one hand, monotone functionsf : X ! Y , and, on the other, adjoint pairs (�;  ) where � is an approximable mappingfrom X to Y and  is a relation from Y to X with w; ;w =  . It remains to show that is an approximable mapping i� f preserves CUB.Suppose S; T ��n X and CUB(S; T ). Then 8x 2 S:u s holds i� u is an upper boundfor f(S).  is an approximable mapping i� in all such contexts we have u t with t anupper bound for S, i.e. u t0 with t0 2 T , i.e. u w some element of f(T ), and this isexactly what is needed to show CUB(f(S); f(T )).Leading on from this, one can show that, using the de�nitions of Johnstone (1993),the strongly algebraic classi�er is both a �bration (homomorphism f gives map  ) andan op�bration (f gives �).We shall now look at constructions on strongly algebraic domains { products, coprod-ucts, function spaces and so on. (It is worth noticing that the general techniques seen inHyland and Pitts (1989) indicate how to go beyond these domain constructions to theconstruction of terms for maps between domains { as also appear in Abramsky (1991).)For each of these constructions we show how to construct a new information system out ofold ones, and there are usually two issues. First, does the new one have the right points?(Is the corresponding pullback of p the topos that we asked for in Section 3.2.1 anddescribed in Section 2.2?) Second, is the constructed information system still stronglyalgebraic?In fact, this work is largely indebted to that of Abramsky (1991). He gave a localicaccount of SFP domains (with bottom) by describing a formal language for the compactopens that appear in various constructions { speci�cally, products, coalesced sums, lifting,functions spaces, the Plotkin power domain, and solutions of recursive domain equations.(Our treatment di�ers, in a way that has been suggested by Abramsky himself, in that weuse the information systems { the posets of compact points { instead of the distributivelattices of compact opens. This generally simpli�es the presentation { though perhapsnot for the function spaces { but the di�erence is not a deep one.)Part of Abramsky's method relies on certain predicates on the terms that representcompact opens: binary predicates � and =, and unary predicates C and T (C(a) means



Topical Categories of Domains 33that a is a coprime compact open, corresponding in our setting to a token; T(a) meansthat a 6= true). Because of the presence of the recursive solutions to domain equa-tions, the de�nitions of these predicates are also recursive and so it is essential that thepredicates occur positively in the de�nitions. For instance, one cannot ensure merely byde�nitional �at that if :(a = true) then T(a), because the recursive nature means thatone only gradually discovers which a's are equal to true. T must be de�ned by positivemeans, after which it is possible to prove that T(a), a 6= true.Because of this, the requirements of positivity and constructivity called for by theuse of geometric logic were also called for on quite immediate computational groundsin Abramsky's work, and so essentially the work of constructivizing has already beendone by him. But one can also look at this in reverse: the use of geometric logic impliedby the topologization programme automatically imposes strong constructive constraintsthat turn out to be necessary in syntactic computation. Compare this with the lack ofconstraints imposed by classical logic in Vickers (1989): the apparently simpler treatmentthere sometimes uses arguments that are constructively useless in Abramsky's formalsystem, a good example being the account of strongly algebraic function spaces. However,there is a much deeper point. The word \constructive" is often used to mean just \validin any elementary topos", but impredicative reasoning in such constructivism can alsoevade the algorithmic content that Abramsky needs. It seems that it is the strongergeometric constraints that force us to consider the algorithms.A more mundane di�erence, though a signi�cant one, is Abramsky's restriction tolocal domains (i.e. with bottom). This makes it necessary to have a di�erent treatmentof sums (because our coproducts are not local), and to construct amalgamated sums onerequires a predicate to describe the negative information of when a token is not bottom{ this appears as Abramsky's \termination" predicate T mentioned above. This issue isdiscussed further in Section 5.4.0.3. Pre-information systems In De�nition 4.0.3 we de�ned our information systemsto be partial orders. It is actually often more convenient to work with preorders. Forinstance, for the Plotkin powerdomain PD, the tokens can then be considered to be�nite sets of tokens of D, under the Egli-Milner ordering, a preorder. However, certaintechnical simpli�cations come from the partial ordering assumption. We shall now showthat in fact we can get the best of both worlds by taking the poset re
ection of a preorder.The technical point is that the axiomatization of CUB is so closely constrained by theorder that it too respects the poset re
ection.De�nition 4.0.7. The theory of (strongly algebraic) pre-information systems is de�nedexactly as in De�nition 4.0.3, but with the order allowed to be a preorder: Axiom 3c(antisymmetry) is omitted.Proposition 4.0.8. Let (X0;v;CUB0) be a pre-information system, and let (X;v) bethe poset re
ection of (X0;v) with quotient function f : X0 ! X . De�neCUB(S; T ) �def 9S0; T0 : FX0:(S = f(S0) ^ T = f(T0) ^ CUB0(S0; T0)Then (X;v;CUB) is an information system.



Steven Vickers 34Proof. Straightforward. Note that if S = f(S0) ^ T = f(T0), then the intuitionisticformula 8s 2 S:8t 2 T:s v t ^ 8u:((8s 2 S:s v u)! 9t 2 T:t v u)is equivalent to the corresponding one in X0 for S0 and T0, which is equivalent toCUB0(S0; T0).4.1. ProductsGiven two information systems, X1 and X2, their product is de�ned as follows: the posetis X1 �X2 with the product order, (s1; s2) v (t1; t2) i� s1 v t1 and s2 v t2.We haven't de�ned CUB yet, but already it is clear that if we can, then this is indeedthe product: for an ideal I of X1 � X2 is equivalent to a pair of ideals, one from eachXi: I1 = fx1 j 9x2:(x1; x2) 2 Ig and I2 is similar. Of course, one should check that theargument is geometric.Next, we show that the new information system is strongly algebraic. CUB is de�nedas in note 5 after De�nition 4.0.3 from CUB0(S; T ), de�ned as9T1 : FX1; T2 : FX2:(CUB(p1(S); T1) ^CUB(p2(S); T2) ^ T = T1 � T2)where pi is the ith projection. The basic reasoning is that (s1; s2) is an upper bound forS i� each si is an upper bound for pi(S). If Mi is CUB-closed containing pi(S), thenM1 �M2 is CUB-closed containing S.The terminal domain is the nullary analogue of this: the poset is 1 = f�g, andCUB(S; T ) holds i� T = f�g.4.2. CoproductsGiven two information systems X1 and X2, their sum is de�ned as follows. The poset isthe coproduct (disjoint union) X = X1 +X2 with the sum order: s v t i� s and t are inthe same component Xi, and s v t in Xi.To show that this sum gives a coproduct of toposes, we must show that ideals ofX are in 1-1 correspondence with points of the coproduct (see Section 2.2). If I is anideal of X , then we have a complementary pair of propositions P � 9x : X1:I(x) and:P � 9x : X2:I(x). Writing Ii = I \ Xi, we get that I1 or I2 is an ideal of X1 or X2according as P or :P , so if P then I1 else I2 is a point of Idl(X1) + Idl(X2). Conversely,given if P then I1 else I2, then I = I1 + I2 is an ideal of X .Noting that F(X1+X2) �= FX1�FX2 (the free algebra functor F : Set! Semilatticepreserves all colimits, and for semilattices Cartesian product is a biproduct), we can de-�ne CUB((S1; S2); (T1; T2)) �def CUB(S1; T1) ^ CUB(S2; T2)and if Mi is CUB-closed containing Si : FXi then (M1;M2) is CUB-closed containing(S1; S2).



Topical Categories of Domains 35The initial domain is the nullary analogue: the poset is ;, and its unique �nite subset; is CUB-closed.Some remarks on the coalesced sum used by Abramsky (1991) can be found in Section5.4.3. LiftingIf X is an information system, then its lift X? is the poset f?g+X ordered by s v t i�s = ? or s v t in X .If S : FX?, then we can write S uniquely as S1 + S2 where S1 : Ff?g and S2 : FX .Then we de�ne CUB0(S; T ) as9T 0 : FX:(CUB(S2; T 0) ^ T = f? j S2 = ;g+ ft 2 T 0 j S2 6= ;g)If M is CUB-closed containing S2, then f?g+M is CUB-closed containing S.The proof that the points are right is somewhat similar to that for coproducts. If I isan ideal of X?, then by taking P = f� 2 1 j 9x : X:I(x)g we get a P -indexed family ofideals of X , where P is a subset of 1.4.4. Exponentials (function spaces)Despite the expositional di�erences, the mathematical substance of this section is verymuch based on that of Abramsky (1991), starting from his De�nition 3.4.1. We shall seehow the geometric constraints automatically impose the constructivity that Abramskyrequired.Let Xs and Xt be two information systems. We wish to de�ne another informationsystem [Xs ) Xt] whose points are the approximable mappings from Xs to Xt, and thecompact points will be the approximable mappings f that are determined by a �niteamount of information U ��n f � Xs � Xt. (In terms of the compact open topol-ogy, any U ��n Xs �Xt corresponds to a basic open, the conjunction of the subbasicsff j f("x) �"yg for (x; y) 2 U .) Abramsky identi�ed conditions on U (our \fully summa-rizing") for there to be a least approximable mapping containing it.De�nition 4.4.1. We shall write ps and pt for the product projections from Xs �Xt.1 Suppose V;W ��n Xs � Xt. We shall say that W is a summary of V i� ps(W ) isa complete set of upper bounds for ps(V ) and pt(W ) is a set of upper bounds (notnecessarily complete) for pt(V ).2 U ��n Xs �Xt is fully summarizing i� every V ��n U has a summary in U . (Notethat this is a geometric property of U .)3 The preorder v on F(Xs �Xt) is de�ned byU v U 0 �def 8(us; ut) 2 U:9(u0s; u0t) 2 U 0:(us w u0s ^ u0t w ut)4 The (pre-)information system [Xs ) Xt] has for its tokens the fully summarizing�nite subsets of Xs �Xt, ordered by v.Let us note immediately the following lemma:



Steven Vickers 36Lemma 4.4.2. Let U , U 0 ��n Xs �Xt with U fully summarizing.1 An approximable mapping fU can be de�ned by x fU y i� f(x; y)g v U . It is theleast approximable mapping containing U .2 U 0 v U i� U 0 � fU .3 If U 0 also is fully summarizing, then U 0 v U i� fU 0 � fU .Proof. The only part that presents any di�culty is the \ideal" condition of approx-imable mappings in (1). Suppose x fU yi (1 � i � n), with x w x0i, y0i w yi and(x0i; y0i) 2 U . Let V = f(x0i; y0i) j 1 � i � ng, and let W be a summary for it in U . Thensince x is an upper bound for ps(V ) we have x w x00 for some (x00; y00) in W , and thenx fU y00 and y00 is an upper bound for the yi's.CUB (or rather, as in note 5 after De�nition 4.0.3, CUB0) is de�ned by what is ine�ect a description in geometric logic of Abramsky's (1991) normalization algorithm forfunction spaces (which normalizes expressions representing compact opens of the functionspace). Of course, we already have an intuitionistic formulation of CUB, but we require ageometric one. Because of the positivity of the logic, that will have the 
avour of attainingCUB \from below", and is where the geometric constraints force us to give algorithmiccontent.Let us consider a preorder < on FF(Xs �Xt), de�ned intuitionistically by U < V i�8V 2 V :9U 2 U :U v V^ 8U 2 U :8f � Xs �Xt:(f an approximable mapping ^ U � f! 9V 2 V :U v V � f)Lemma 4.4.3. If U , V ��n [Xs ) Xt] and fSUg < V , then V is a complete set ofupper bounds for U .Proof. If V 2 V , then SU v V and so U v V for all U in U . If W : [Xs ) Xt] is anupper bound for U , then SU � fW and so SU v V � fW for some V in V , so V vW .Our strategy now is as follows. We de�ne a geometric formula �(U1;U2) containedin <, which is to represent a single iteration of Abramsky's algorithm (which is non-deterministic). Since < is a preorder, the re
exive transitive closure �� (which is stillgeometric) is also contained in <. CUB0(U0;U) is then de�ned as ��(fSU0g;U) andLemma 4.4.3 gives us everything we need except for existence. (In e�ect, the algorithmhas a loop invariant fSU0g < U .) We then show that for every U0 ��n Xs �Xt there issome U ��n [Xs ) Xt] such that ��(fU0g;U) and this corresponds to the terminationproof of the algorithm (if executed judiciously enough).Before �, we �rst de�ne a geometric predicate 	(U0;U ;V;Ws;Wt;Ms;Mt) as {| Mi is a CUB-closed �nite subset of Xi and Wi ��n Mi (i = s; t)| V ��n U0 ��n Ms �Mt| Ws and Wt are complete sets of upper bounds for ps(V ) and pt(V )| U = fU0 [R j R a �nite, total relation from Ws to Wtg (�nite, by Lemma 2.1.10)If we are just given V ��n U0 ��n Ms �Mt, then we can certainly �nd Ws, Wt andU such that 	(U0;U ;V;Ws;Wt;Ms;Mt). Each �nite total relation R summarizes V in



Topical Categories of Domains 37U0 [R, and U in e�ect represents the di�erent possible ways of extending U0 to includea summary of V .Lemma 4.4.4. Suppose 	(U0;U ;V;Ws;Wt;Ms;Mt) and U0 � f with f an approximablemapping. Then U0 v U � f for some U in U .Proof. V ��n f , so for each x in Ws we have x f y0 for every (x0; y0) in V and hencewe can �nd y such that x f y and y is an upper bound for pt(V ) and without loss ofgenerality y 2 Wt. Hence there is a �nite total relation R from Ws to Wt such thatR � f , which is what we wanted.In de�ning �, we shall �xMs andMt { this is needed in order to provide �nite bounds.�(U1;U2) (U1, U2 ��n F(Ms �Mt)) shall then mean that there are U0, U 0, V , U , Wsand Wt such that U1 = fU0g [ U 0	(U0;U ;V;Ws;Wt;Ms;Mt)U2 = U [ U 0In other words, we have selected from U1 an element U0 and a subset V , foundcorresponding Ws, Wt and U for 	, and replaced U0 in U1 by the elements of U toget U2. It is plain that � is contained in <, so �� is too. Note also that if �(U1;U2)then �(U1 [ V ;U2 [ V), and so the same goes for ��. We can deduce that if ��(Ui;Vi)(1 � i � n), then ��(Si Ui;Si Vi).Finally, we must prove termination. This is quite subtle, for the algorithm is non-deterministic and can easily go into an in�nite loop by selecting unintelligent choices.Hence the proof must in e�ect also show how to �nd a terminating branch and how toknow when to terminate.Lemma 4.4.5. LetMs and Mt be �nite CUB-closed subsets of Xs and Xt, and supposeU0 ��n Ms �Mt. Then there exists W ��n [Xs ) Xt] such that ��(fU0g;W).Proof. Let the intuitionistic predicate P (A;B) be de�ned for A ��n Ms �Mt andB ��n F(Ms �Mt) as8U ��n Ms �Mt:((U [ A =Ms �Mt ^ B � F(U) ^ 8V ��n U:(V 2 B _ V has a summary in U))! 9W ��n [Xs ) Xt]:��(fUg;W))We shall prove that 8A;B:P (A;B), using strong F-induction (Theorem 2.1.11) on Aand simple F-induction (Theorem 2.1.3) on B. E�ectively, the induction on B is aninduction on the number of subsets of U not yet checked to have a summary, while thaton A is induction on the number of elements of Ms �Mt not in U . These \numbersof elements" do not of course exist as genuine cardinalities (for which we would needdecidable equality on the elements), but they are there as lengths of lists representingthe �nite sets and this is seen explicitly in Abramsky's account. We have chosen to workmore abstractly, without using explicit list representations, but nonetheless you can seethem in the proof of 2.1.11. For a given U0, the result will follow from P (Ms�Mt;F(U0)).



Steven Vickers 38The outer induction is on A, so let us �x A with the induction hypothesis that8a 2 A:9A0 ��n Ms �Mt:(A = fag [ A0 ^ 8B:P (A0;B))We shall prove 8B:P (A;B) by simple induction on B. First, P (A; ;) is obvious: if Usatis�es the conditions to the left of the implication, then it is already fully summarizing,so we can take W = fUg. Next, we assume P (A;B) and prove P (A; fV g [ B). Let Usatisfy the premisses of the implication. Starting from the given V ��n U , we can �ndU , Ws and Wt so that 	(U;U ;V;Ws;Wt;Ms;Mt). If R is a �nite total relation from Wsto Wt, then R � Ms �Mt = U [ A, so we can �nd RU ��n U and RA ��n A suchthat R = RU [ RA. If RA = ; , then R � U and so V has a summary in U . HenceU also satis�es the premisses in P (A;B), so by induction we can �nd W as required. IfRA 6= ; (remember that emptiness is decidable for �nite sets) then take some a 2 RA.By the induction hypothesis, we can �nd A0 ��n Ms �Mt such that A = fag [ A0 and8B:P (A0;B). Now U [R satis�es the premisses for P (A0; F(U [R)) and so we can �ndsuitable W . We have now shown that8U 0 2 U :9W ��n [Xs ) Xt]:��(fU 0g;W)Now by taking the union of �nitely many suchWs we can �ndW 0 such that ��(U ;W 0);and since �(fUg;U) the result follows.The algorithmic content of this is as follows. A state is a �nite set � of triples (U1; A;B)such that U1 [ A = Ms �Mt, B � FU1 and 8V ��n U1:(V 2 B _ V has a summary inU1): hence the induction variables A and B appear explicitly in the computation. Thereason for this is that in order to know when to terminate, we must recognize when ourU1s are fully summarizing and B contains the subsets V for which we must still checkfor the existence of summaries or create summaries using 	. Using 	 changes U1 andso the checking must start all over again, but occurences of this are limited by A whichcontains the elements not already known to be in U1. We also have the loop invariantfU0g < fU1 j (U1; A;B) 2 �g. A step in the algorithm is then {| select (U1; A;B) from � with B 6= ; (if there are none, we can stop)| select V 2 B, leaving B = fV g [ B0| �nd U , Ws and Wt so that 	(U1;U ;V;Ws;Wt;Ms;Mt)| for each �nite total relation R from Ws to Wt, decomposed as RU [ RA, �nd acorresponding new state element (U1; A;B0) if RA = ; , or (U1 [ R;A0;F(U1 [ R)) ifa 2 RA, where A0 is A with a removed { or at least, one occurrence of a is removedfrom the representation of A.| The new state is the old state � with (U1; A;B) replaced by all the new state elementsjust found.We have now proved that if Xs and Xt are strongly algebraic information systems,then so is [Xs ) Xt] { so we have de�ned a geometric morphism EXP : [IS]2 ! [IS].Proposition 4.4.6. The points of [Xs ) Xt] are equivalent to approximable mappingsfrom Xs to Xt.Proof. If I is an ideal of [Xs ) Xt] then we can de�ne an approximable mapping f asthe union of the fU s for U in I . Conversely, if f is an approximable mapping, then let I be



Topical Categories of Domains 39the set fU 2 [Xs ) Xt] j U � fg. The only point of di�culty so far is the ideal propertyof I . Suppose Ui 2 [Xs ) Xt], Ui � f (1 � i � n). We can �nd U ��n [Xs ) Xt] suchthat ��(fSi Uig;U), and then because fSi Uig < U we have by Lemma 4.4.3 that theUis have an upper bound contained in f .Now suppose we start with I , construct f as above, and then construct I 0 from f . IfU 2 I then U � fU � f , so U 2 I 0. On the other hand, if U 2 I 0 then for each u 2 U wecan �nd U 0 in I such that u 2 fU 0 , and by taking an upper bound U 00 in I we have eachu 2 fU 00 and so U v U 00, U 2 I .Finally, suppose f is an approximable mapping, let I be de�ned as above, and then f 0from I . If x f 0 y then x fU y for some U � f and so x f y. If x f y then we can �nd Usuch that ��(ff(x; y)gg;U), and f(x; y)g v U � f for some U 2 U , so (x; y) 2 fU andx f 0 y.We have now proved {Theorem 4.4.7. If Xs and Xt are strongly algebraic information sytems then so is[Xs ) Xt], and its points are equivalent to approximable mappings from Xs to Xt.It follows that, as we wanted, [AM] is a strongly algebraic domain over [IS]2.4.5. Power domainsRobinson (1986) showed that the well-known Hoare, Smyth and Plotkin (or lower, upperand convex) power domains can be constructed localically, and in fact they are instancesof more general powerlocale constructions PL (lower), PU (upper) and V (Vietoris). Voriginated in Johnstone (1982a), while the simpler PL and PU are folklore. A constructiveaccount of all three can be found in Vickers (1997).De�nition 4.5.1. Let X be an information system. The lower, upper and convex powerdomains, PLX , PU X and PC X , are de�ned respectively as follows:| They all have the same tokens, namely FX .| They have preorders de�ned as {S vL T �def 8s 2 S:9t 2 T:s v tS vU T �def 8t 2 T:9s 2 S:s v tS vC T �def S vL T ^ S vU T (the Egli-Milner ordering)Note that because these are preorders, Proposition 4.0.8 is needed, though we shan'tdwell on the details.Note also that we do not follow the common convention of excluding the empty set(though there is no constructive problem in doing so if that is what is required). Con-sequently, each domain includes an \empty" point { in PL it is bottom, in PU it is topand in V it is isolated.The ideal completions of these are homeomorphic to the corresponding powerlocales,and a general proof (covering non-local domains as well as continuous domains) is inVickers (1993). In what remains, the hard work amounts to a proof that if a domain isspectral algebraic, then so are its power domains.



Steven Vickers 40CUBL and CUBU come out from the fact that vL and vU both make FX into a join(pre-)semilattice: the join of S and T in PLX is S [T , while in PU X it is got by takinga union of sets Ust such that CUB(fs; tg; Ust) (s 2 S, t 2 T ). The nullary join (bottomelement) in PLX is ;, and in PU X it is any S for which CUB(;; S).Let us now concentrate on the convex powerdomain. Just as for the function space, theessential working is already in Abramsky (1991), so this time we shall do no more thansketch the information system account. If U : FFX , then we need to ask when T : FX isan upper bound for U . For every U 2 U we have U vL T and U vU T . From the formerwe get that V vL T where V = SU , while from the latter we get that for each t in T thereis some choice function � on U such that t is an upper bound for f�(U) j U 2 Ug. HenceW vU T where W = S�W� for some W� with CUB(f�(U) j U 2 Ug;W�). Actually, togive a properly constructive account, we need to consider not choice functions but choicerelations on U , �nite total relations R from U to SU such that if U R s then s 2 U .One can show by techniques similar to those of Lemma 2.1.10 that the set of �nite choicerelations on U is �nite.We have thus replaced U by a pair (V;W ) such that the upper bounds (under vC)of U are those T such that V vL T and W vU T . If we had V = W , then we'd haveV vC T and so V would be a least upper bound of U ; and if we only had W vC V thenstill V [W would be a least upper bound for U . In general we don't have a least upperbound, but our aim is to work towards a set of pairs (V;W ) such that the upper boundsof U are those T for which V vL T and W vU T for some (V;W ) in the set. For eachsuch pair, if we don't yet have W vC V (but of course this negative statement must betreated rather circumspectly just as for the function space) then we can replace it by aset of better pairs.The two cases, forming the basis for the (simple F-) induction, are as follows.| Consider (V [ fsg;W ). For each w 2 W we can �nd Uw such that CUB(fs; wg; Uw);let U = Sw Uw. Then we can replace (V [ fsg;W ) by f(V [ fug;W ) j u 2 Ug. Forif V [ fsg vL T and W vU T then s v some t 2 T , and t w some w 2 W , so t wsome u 2 Uw and V [ fug vL T . Conversely, if V [ fug vL T for some u 2 Uw thens v u so V [ fsg vL T . Now if u 2 Uw then u w w, and by iterating the process wecan ensure W vU V in each pair.| We can replace (V;W [ fsg) by f(V;W ); (V [ fsg;W [ fsg)g. For if W [ fsg vU Tthen either W vU T or s v some t 2 T , in which case V [fsg vL T . Both these newpairs help to make W vL V . We might no longer have W vU V , but we can restorethis by the �rst case.To complete the proof of strong algebraicity, if U : FFX let M be CUB-closed con-taining SU . Then FM is CUB-closed containing U .4.6. Decidable information systemsThe information systems discussed so far have been undecidable in that the order vdid not have a complement. It is interesting that [decIS], the topos classifying decidableinformation systems, also gives a topical CCC. It is genuinely di�erent from [IS] { it does



Topical Categories of Domains 41not happen that by some quirk the general v has a complement. This is easily seen byconsidering the information system homomorphisms: if v did in general have a comple-ment, then it would have to be preserved by homomorphisms, so the homomorphismswould have to correspond to embedding-projection pairs rather than to the more generaladjunctions that are clearly possible in the light of Proposition 4.0.6.In [decIS], the proof of Cartesian closedness can be understood as a justi�ed use ofclassical logic: the decidability of v enables us geometrically to bring : and ! intoorder-theoretic statements, while 8 is possible because the SFP axioms give �nite setswith which 8 can be bounded. Hence one can mimic classical proofs of the Cartesianclosedness of the category of posets.Abramsky (1991) describes his constructions inductively without 6v, and is in e�ectgiving what is needed to show Cartesian closedness for [IS]. However (his theorem 4.2.7),he also proves that v is decidable. This paradox arises because he is considering only thetypes that arise in his inductive system. Part of his proof shows how 6v can be de�nedinductively, and in fact this provides the ingredients for another proof that [decIS] alsogives a topical CCC.Note that if a strongly algebraic information system X has decidable order, then CUBis also decidable: for its negation :CUB(S; T ) is the geometric formula9s 2 S; t 2 T:s 6v t _ 9u:(8s 2 S:s v u ^ 8t 2 T:t 6v u)5. Solving domain equationsRecall that Theorem 2.3.8 showed the existence of �xpoints (more precisely, initial struc-tures) for endomaps of local toposes (i.e. toposes with initial points). Restricting to thecase of locales we get a more elementary case, that locales with bottom points have�xpoints for endomaps.Fixpoints within domains are thus covered by the localic case of Theorem 2.3.8. Weshall not dwell on this except to note that our domains are not necessarily local and soCorollary 2.3.9 is the appropriate form: if f : D? ! D then up; f has a least �xpoint Y f(�nd the least �xpoint of f ; up in D? in the standard way, and then apply f to it). Y canbe internalized by the usual sort of CCC manipulations (and following the techniques ofHyland and Pitts (1989)) as something of polymorphic type (D? ) D)) D as follows.That type corresponds to a map from [IS] to itself (map X to [[X? ) X ]) X ]). Pullingback the generic domain along this gives a topos E that classi�es an information systemX equipped with a point of [[X? ) X ]) X ]. Y is then a map from [IS] to E over [IS].For �xpoints amongst domains, solving domain equations, we need Theorem 2.3.8 inits topos generality. This raises coherence questions but is conceptually unproblematicand relies on the feature of geometric theories that their classes of models are closedunder �ltered colimits by quite concrete constructions.A standard approach { such as Abramsky's (1991) { would solve a domain equationD �= F (D) by restricting to local domains, so let us brie
y investigate those.Proposition 5.0.1. An algebraic dcpo IdlX is local i� X has a least element.Proof. ): If ? is the least element, then f?g is an ideal contained in every other.



Steven Vickers 42(: Let I be the bottom ideal. It is inhabited, so it has an element x. Now I v#y forevery y in X , so x v y and x is a least element of X .Amongst the strongly algebraic information systems, the ones whose ideal completionis local form a subtopos [locIS] (an open subtopos, in fact): they are characterized by theadditional axiom ` 9s : X:CUB(;; fsg), for CUB(;; fsg) holds i� s is a bottom elementof X . Since we are working with posets, the bottom element is unique, and we write ?for it as usual. (For general algebraic information systems, the local ones do not form asubtopos because the bottom has to be speci�ed as extra structure.)Proposition 5.0.2. [locIS] is local.Proof. The initial local information system is the singleton f?g. For any other localinformation system X , the unique homomorphism maps ? to ? { uniqueness arisesbecause a homomorphism must preserve the bottom-de�ning property CUB(;; fsg).Therefore, let F : [locIS]! [locIS] be any endomap. By Theorem 2.3.8 [F -Str] is local;its initial point is the canonical solution to D �= F (D).However, there is a small issue of constructivity here. Such local information systemsare closed under all the constructions given except { obviously { coproducts. It is usualto substitute a di�erent sum construction, either the coalesced sum (which identi�es thebottoms) or the separated sum (which adjoins a new one). Abramsky uses the coalescedsum, because it is more general { the other can be de�ned using it. However, in de�ningCUB for the coalesced sum it turns out that one needs to know when tokens are not bot-tom, for one needs to say that CUB(S; ;) if S contains non-bottom elements from bothsummands. This information is not available in a general strongly algebraic informationsystem with bottom, for if it were then non-bottomness would have to be preserved byhomomorphisms. (For a counterexample, consider f?;>g mapping to f�g.) Abramskysolves the problem by introducing a predicate T (for Termination) which would cor-respond in our system to an extra predicate T(s) on X with axioms to make it thecomplement of CUB(;; fsg). He then shows how { in our terms { all the constructionsyield information systems with such a predicate. The classi�er for these local informationsystems with termination predicate is again local, so the same techniques can be applied.In solving D �= F (D), it is a well-known fact that F ought really to have some prop-erties of continuity. In our topical setting it hardly makes any sense for F to be otherthan a geometric morphism, and then the continuity is automatic { F will preserve �l-tered colimits, and this is the categorical analogue of Scott continuity. What's more, Fdoes not in this setting have to be functorial with respect to continuous maps betweendomains, and there is no problem in using examples such as X 7! [X ) X ], whichis a perfectly good geometric morphism. (It is the composite �;EXP.) It is, of course,functorial with respect to homomorphisms between information systems, and, followingProposition 4.0.6, this is an interesting route to the usual trick of using endofunctorson the category of domains and embedding-projection pairs. (We have a slight varianthere { the homomorphisms are adjoint pairs rather than embedding-projection pairs.The trick still works, as was pointed out by Taylor (1986). As mentioned in Section 4.6,the di�erence corresponds to whether the order v is decidable or not.) Let us emphasizethis. The domain construction F does not need to be part of a functor on the topical



Topical Categories of Domains 43category. The very act of de�ning the transformation (geometrically) on objects gives usall the functoriality and continuity that we need.Let us also describe an approach that works in the context of our non-local domains.We show how to solve a simple form of domain equation, namely D �= (F (D))? whereF is a construction on our domains without bottom. This is not quite as general asAbramsky's domain construction; it cannot, for instance, be used to construct the liftednatural numbers, because the natural numbers do not constitute a strongly algebraicdomain (see note 6 after De�nition 4.0.3). However, the form does cover many importantdomain equations, and can often be pleasantly simple. For instance, the domain of listsover a �nite decidable set A can be described by the domain equation D �= (1+A�D)?where + and � are the categorical coproduct and product: there is no need to usecoalesced sum or smash product.Theorem 5.0.3. Let F : [IS] ! [IS] be a geometric morphism. Then F ; LIFT has aninitial structure.Proof. LIFT : [IS]! [IS] factors via [locIS], which is local, so we can use Proposition2.3.7 and Theorem 2.3.8.The techniques just presented are in essence not so far from those already familiarfrom the information system approach to domains (Larsen and Winskel 1984) and fol-lowed in Abramsky (1991). However, one obvious di�erence is that we take a �lteredcolimit in a category of information systems rather than a directed join in a cpo (such asAbramsky's DPL1, a cpo of prelocales). Though this looks more complicated, it has anumber of advantages. First, the underlying Theorem 2.3.8 is very general indeed in theway it exploits the topological nature of toposes, and it could equally well be applied incontexts such as that of quasimetric spaces in Vickers (1997a). Second, it uses directlythe category structure (homomorphisms between models) that is naturally present. Toget a cpo Abramsky must restrict to the monomorphisms, and though it works in thepresent case it still involves a little extra e�ort to show that the domain constructions arefunctorial with respect to them. Third, to get a real cpo requires great syntactic disciplinefor the order to be actual subset inclusion between the domain prelocales. This wouldbe di�cult to sustain in an elementary topos, in general lacking an intrinsic element-ofrelation.6. ConclusionsBy respecting the constructive constraints of geometric logic, we have followed Stone'sdictum and topologized a signi�cant portion of domain theory. The possibility of topol-ogizing within domains (i.e. of treating the domains themselves as topological spaces or{ as here { locales) is already known, though by no means the standard view. However,we have also topologized among the domains, replacing ordinary categories of domainsby topical categories, and this requires Grothendieck's generalized sense of topology.The \within" and the \among" have always been recognized as having a lot in common,as seen for instance in the similarities between two characteristic constructions of domaintheory { on the one hand that of least �xpoints of endomaps, and on the other that of



Steven Vickers 44solutions of domain equations. The wholesale topologization now presents these as twoapplications of our single very general Theorem 2.3.8 (the algebraic completeness oflocal toposes), in which generalized topological structure is seen as including �lteredcolimits. At the same time there is a pleasing and unexpected rational reconstruction ofthe way embedding-projection pairs are used in domain theory { they, or, more generally,adjunctions, arise in a completely natural way as homomorphisms of information systems.The study therefore gives support to the topological view of domain theory by showingthat it can be followed through in a cohesive way that brings out underlying connectionsand insights. Domain theory is not just about cpos! Nonetheless, much work still remainsto be done if established results of domain theory are to be put in a topical setting. Asa simple but deep example, Pitts (1996) gives an elegant domain-theoretic account ofinduction and coinduction, yet right from the start his treatment of relations as subsetsof domains is di�cult to reconcile with domains as locales.A more obvious fear on the part of the working domain theorist is that the topologicalview (let alone the localic one) is more complicated: that it must already be much harderto understand a domain as a local locale than as a cpo and that the grander step of re-placing ordinary categories of domains by topical categories can only be for enthusiasts.The paper has therefore also served as a case study in the geometric style of mathemat-ics, the \topology-free spaces" of Section 1.1, showing that the topos-theoretic machinerydoes not need to obtrude. We have shown how some non-trivial mathematics can be donequite naturally in this framework, and that it automatically enforces constructivist con-straints of the kind that Abramsky required for his formal system. Moreover, we see theconstructive mathematics going beyond the syntactic systems to the semantic domainsand the metatheory (which in Abramsky (1991) still contained classical features).6.1. Arithmetic universes: some speculationsThough the \topology-free spaces" are designed to make topos-theoretic work look friendly,the expositional style embodies a very radical mathematical tendency for within it thegeneral notion of collection can no longer be adequately expressed in sets { sets are seenas particularly \discrete" kinds of collections. The full generality is expressed in localesand toposes as spaces, collections of points. This is not unprecedented, for it developsthe distinction between sets and classes. We know that the collections of sets, groups,categories, and so on are \too large" to be sets and instead must be considered classes,and they are toposes too in the sense that there are toposes classifying them. Indeed,the idea of topos as described by a logical theory is a natural development of the idea ofclass as described by a formula of set theory. However, the distinction between sets andnon-sets is now not just one of \size". Ordinarily one thinks of locales as being \small"in that both a collection of points and the frame of opens can be constructed internallyas objects in the base elementary topos of sets, but in the geometric mathematics localescan no longer be internalized in this way, for both the set of points (unless the locale isdiscrete) and the frame of opens are non-geometric constructions. Hence not only do thelarge structures fall beyond the reach of sets, but so also do the non-discrete topologicalstructures.



Topical Categories of Domains 45What we see, then, is a mathematics in which sets are rather limited { by the geometricconstraints { in what we can do with them, and their place often has to be taken by localesand toposes. For instance, if X and Y are sets then their exponential must be replaced bythe localic exponential Y X { its points are still the functions from X to Y , but it is notdiscrete, having the point-open topology. The subobject classi�er 
, whose elements arethe subsets of 1, must be replaced by the Sierpinski locale $, whose points are the samebut which has a non-discrete specialization order; and power sets PX = 
X must bereplaced by the lower powerlocale PLX �= $X (Vickers 1997). But why should we put upwith this? What is wrong with the non-geometric constructions? In view of the beautyof the theory of elementary toposes, it seems perverse to reject Cartesian closedness ofSet (notwithstanding the result of Section 3.1.1, purporting to show that the topos ofsets is not Cartesian closed), powersets and subobject classi�ers, and insist on replacingthem with locale-theoretic substitutes.Perhaps a clue can be found in the nature of equality. Joyal and Tierney (1984) char-acterize sets (in the sense of discrete locales) as those locales X for which the �nitediagonals X ! Xn are all open maps, so in particular equality is an open in X2. If wetake at all seriously the idea that open means \�nitely observable", we should then expectequality to be a �nitely observable relation. Informally, we �nd that this property is infact preserved by geometric constructions, but something goes wrong with exponentials {equality between functions cannot be directly evaluated, as any functional programminginterpreter will quickly point out. This kind of problem with equality may serve as anearly warning that the collection of functions is not as \set-like" as we might have hoped.There remains a fundamental problem with this idea of treating toposes (Grothendiecktoposes) as the prime notion of collection and treating sets as a special case. The\topology-free space" de�nition of topos in Section 1.1 depended on geometric theories,the logic is in�nitary, and the standard account says that the whole idea of geometrictheory is parametrized by an underlying account of the objects used to index the in�ni-ties. This is given by an elementary topos as base: �x your base topos and you get atheory of Grothendieck toposes (bounded geometric morphisms) over it. To make thiswork, the elementary topos structure of the base certainly seems necessary.However, it seems that in the work of this paper the in�nities are restricted to thosethat can be accessed e�ectively through free algebra constructions. This emboldens us tohope that the full geometric logic is unnecessary, that it su�ces to have coherent logicwith assorted free algebras, and that the categories corresponding to (what we called) ge-ometric universes could be replaced by Joyal's arithmetic universes (unpublished notes).Indeed, our choice of the phrase \geometric universe" was guided by this hope. It is stillnot immediate that the mathematics here would go through in arithmetic universes; ona number of occasions we use intuitionistic reasoning that would certainly not be inter-pretable. Nonetheless, the algorithmic 
avour of the constructions gives us grounds tofeel that it ought to work. The theory of arithmetic universe should be a �nite essentiallyalgebraic theory and therefore self-standing.Of course, once into arithmetic universes, we should be be completely restricted in ourset-theoretic constructions, for arithmetic universes are not in general Cartesian closedand do not have subobject classi�ers or powersets. It would not be possible to present



Steven Vickers 46frames or construct ideal completions \set-theoretically" as objects and we should beforced to use locales and toposes { their concrete manifestation would be as \classifying"arithmetic universes presented (using essential algebraicity) by generators and relationsderived from the e�ectively accessible geometric theories.I should like to conclude with some speculation about constructive mathematics. Twodistinct schools have come to bear on this work, the type theoretic typi�ed by Martin-L�of,and the topos theoretic, and these two are not always in harmony. The type theory schoolis tightly dependent on syntax and Abramsky acknowledges its in
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