
LOCALES ARE NOT POINTLESSSTEVEN VICKERSDepartment of Computing, Imperial College180 Queen's Gate, London SW7 2BZ, United KingdomE-mail: sjv@doc.ic.ac.ukABSTRACTThe Kripke-Joyal semantics is used to interpret the fragment of intuitionisticlogic containing ^;! and 8 in the category of locales. An axiomatic theory isdeveloped that can be interpreted soundly in two ways, using either lower or up-per powerlocales, so that pairs of separate results can be proved as single formaltheorems. Openness and properness of maps between locales are characterizedby descriptions using the logic, and it is proved that a locale is open i� its lowerpowerlocale has a greatest point. The entire account is constructive and holdsfor locales over any topos.1 Introduction\Topology without points" is the clarion call of locale theory, yet it is usuallyhard to develop locale-theoretic results without some conception of what thepoints ought to be, if only we were allowed to see them. Indeed one often hasthe feeling that a frame-theoretic proof is no more than a mask for a naturalargument using points.To be sure, the global points of a locale D, i.e., maps from 1 to D, are ingeneral insu�cient. However, if one considers generalized points in the form ofmaps to D from an arbitrary locale then one can properly use descriptions interms of points. For instance, the universal characterization of a product D�Ecan be stated as \the points of D � E are the pairs (x; y) where x and y arepoints of D and E respectively".The aim of this paper is to present some illustrative results that indicatea framework for using points to reason about locales. It brings together threemain features.First, we use the Kripke-Joyal semantics to support an interpretation of alogic with ^;! and 8.Second, we accept as fundamental the order enrichment in the category ofLoc locales, so the logic includes the specialization order v as well as equality.



Third, we use the lower and upper powerlocales PL and PU to access withinLoc functions between frames that are more general than the frame homomor-phisms | namely, homomorphisms of suplattices and preframes respectively.Our main new results here, such as they are, concern open and proper maps:we show, for example, that a locale map f : D! E is open i� PLf has a rightadjoint that makes a certain diagram commute, and is proper i� PUf has a leftadjoint that makes a corresponding diagram (replacing PL by PU and makingother changes) commute. Our axiomatic approach puts these results into acommon abstract context of order-enriched category with powerobject monadand there supports a reasoning style using points.We shall take as a standing assumption for all our axiomatics that we aregiven a poset-enriched category C, with order v. The primitive paradigm for Cis Pos, the category of posets, with monotone functions as morphisms, orderedpointwise; but later we shall also examine Loc and Locco.We shall also assume that C has �nite limits in a 2-categorical sense: it hasproducts and inserters (see Power and Robinson [15]).Products must respect the order, which makes them slightly stronger thanordinary categorical products. For instance for a binary product D1 �D2 withprojections fst and snd, we have for any other object E that the canonicalfunction from C(E;D1 �D2) to C(E;D1) � C(E;D2) is an order-isomorphism(not just a bijection).An inserter is a 2-categorical analogue of an equalizer: it's a universal so-lution to the problem of ordering two parallel morphisms. If f; g : D ! E,then the inserter i : I ! D has i; f v i; g and is such that for any object F ,the canonical function from C(F; I) to fi0 2 C(F;D) : i0; f v i0; gg is an orderisomorphism.In Pos, products are Cartesian products and the inserter of f; g : P ! Q isfp 2 P : f(p) v g(p)g with the order inherited from P .1.1 ConstructivityOur standing references for locale theory are Johnstone [8] and Vickers [17] (weshall follow the notation of the latter). However, we take much more care toargue constructively so that our results hold for locales over any topos. Indeed,the results on open locales (see Theorem 4.9) are of little interest otherwise,for classically all locales are open. Such issues are dealt with in Joyal andTierney [12].



2 Outline of Point LogicWe outline the Kripke-Joyal semantics, which is sound for intuitionistic logic.However, the interpretation of some of the connectives relies on �xing a notionof \cover" and it is not yet obvious to me what this should be in the category oflocales. Hence, for the purpose of this paper, the important part is the fragmentof intuitionistic logic whose connectives are ^;! and 8 (= and v are treated asextralogical symbols), since the semantics of these is independent of the cover.We continue to work in an unspeci�ed category C.A type is to be interpreted as an object of C. A term of type D is to beinterpreted as a morphism targeted at D, which we shall call a point of D;its source | corresponding to the free variables in the term | is its stage ofde�nition. A formula with free variables of type D (using a product to dealwith more than one free variable) is to be interpreted as a sieve (or crible) atD, that is to say a family P of morphisms targeted at D and closed underprecomposition | if x 2 P and �;x is de�ned, then �;x 2 P . If x : � ! D is apoint of D, and P is a sieve at D, then P (x) (or more formally, � 
 P (x)) is tomean that x 2 P . It remains to interpret the logical connectives as operationson sieves.^ : Conjunction is intersection of sieves.! : If x : � ! D is a point of D, then let us write �x for the sieve at Dgenerated by x. Then x 2 P ! Q i� �x � P ! Q, which must be i��x \ P � Q (to ensure that intuitionistic logic is interpreted soundly).Hence x 2 P ! Q i� for all � : � ! �, if �;x 2 P then �;x 2 Q.This is often expressed as follows:� 
 (P ! Q)(x) i� for all � : � ! �, if � 
 P (�;x) then � 
 Q(�;x).8 : Let f : D ! E be a map. If Q is a sieve at E, then f�Q = fx : x; f 2Qg de�nes the sieve operation that corresponds to substitution | f�Qinterprets Q(fx). We write 8f for the right adjoint for f�. Then y 28fP () �y � 8fP () f�(�y) � P . If y : � ! E, then this conditionsays that whenever we have � : � ! � and x : � ! D with x; f = �; y,then x 2 P .The familiar application to logic is obtained when f is a product projec-tion, say f : D � E ! E. (f�Q)(x; y) then represents Q(y) with an un-used free variable x, and (8fP )(y) is 8x:P (x; y). We have � 
 8x:P (x; y)i�



for every � : �! � and for every x : �! D we have � 
 P (x; �; y).If P (x) and Q(x) are formulae in x of type D (denoting sieves at D), let uswrite P (x) j=x:D Q(x) i� the sieve for P (x) is included in that for Q(x); we shallalso write j=x:D Q(x) i� the sieve for Q(x) comprises all morphisms targeted atD. It is immediate from the adjunctions that |� P (x) j=x:D Q(x) ^Q0(x) i� P (x) j=x:D Q(x) and P (x) j=x:D Q0(x)� P (x) j=x:D Q(x)! R(x) i� P (x) ^Q(x) j=x:D R(x)� P (y) j=y:E 8x : D:Q(x; y) i� P (y) j=x:D;y:E Q(x; y)2.1 Representable SievesA sieve is representable i� it is of the form �x for some morphism x | xcan be thought of as a generic point for the property corresponding to thesieve. The semantic concept of representability blurs the syntactic distinctionbetween terms and predicates: every point represents a sieve, and some sievesare represented by points. The use of representatives (generic points) simpli�esthe reasoning, since �x � P i� x 2 P . It also takes the sting out of the factthat since Loc is large, the sieves are proper classes.We note that |� If x and y are points of D, then �x ^ �y is represented by the pullback ofx and y.� If x is a point of D, and f : E ! D, then f�(�x) is represented by thepullback f�x.� The equality predicate on D, a sieve at D2, is represented by the diagonal� : D! D2.� The inequality predicate v on D, a sieve at D2, is represented by theinserter for the two projections from D2 to D.



3 The Abstract 2-Categorical Axioms3.1 The PowerobjectsAxiom 3.1 C is equipped with a KZ monad L with a unit # and multiplicationF. When C is Pos, LP is the set of lower closed subsets of P , ordered by �.#: P ! LP maps x to the principal ideal # x, and F : LLP ! LP is union.(Strictly speaking one should write \#P " and \FP" for \#" and \F" here, but Ishall frequently omit such subscripts when there is no risk of confusion.) \KZ"means that F is left adjoint to #LP , and in fact it follows that for any L-algebraP , the structure map from L to P is left adjoint to #P and hence is uniquelydetermined by P . It also follows that F is right adjoint to L #P . (See Kock [13].)De�nition 3.2 If x : D and Y : LD (i.e., for some stage � we have morphismsx : �! D and Y : � ! LD in C) then we write x 2 Y i� # x v X.In Pos, 2 is just elementwise elementhood.Axiom 3.3 For every D,j= 8x; y : D:(x 2# y$ x v y)It is not hard to see that this means the components # of the unit of themonad are monic in a 2-categorical sense: that x; #v y; # implies x v y.Axiom 3.4 If f : D ! E is a morphism, thenj= 8X : LD:8Y : LE:(Lf(X) v Y $ 8x : D:(x 2 X ! f(x) 2 Y ))Let us make the meaning of this more explicit. By the remarks of Section 2,we �nd that this axiom is equivalent to the conjunction of two others:Lf(X) v Y ^ x 2 X j=X:LD;Y :LE;x:X f(x) 2 Y8x : D:(x 2 X ! f(x) 2 Y ) j=X:LD;Y :LE Lf(X) v YThe �rst of these holds automatically: for, given the premises, we have# f(x) = Lf(# x) v Lf(X) v Y . However, the second takes a little unraveling.Let hX0; Y0i : �! LD�LE. Then hX0; Y0i is in the sieve for 8x : D:(x 2 X !f(x) 2 Y ) i� id� is in hX0; Y0i�(8x : D:(x 2 X ! f(x) 2 Y )), i.e.,j=w:� 8x : D:(x 2 X0(w)! f(x) 2 Y0(w))i.e., x 2 X0(w) j=w:�;x:D f(x) 2 Y0(w)Now the sieve for x 2 X0(w) (at D � �) is represented by hx0; w0i in thecomma square



� x0 - Dw�w0? X0 - LD?#Hence our condition x 2 X0(w) j=w:�;x:D f(x) 2 Y0(w) holds i� x0; f ; #vw0;Y0, and our axiom requires that this holds exactly when X0;Lf v Y0.This is a non-trivial property of C, though it is easy to prove for Pos. Inthe context of locales, it is harder and requires sharp application of Johnstone'scoverage theorem and its preframe analogue. Note also that if points are inter-preted as global points, i.e., maps from 1, then it is patently false: take D = E(with f the identity) to be a non-trivial locale with no global points at all. Clas-sically the global points of PLD are in order-reversing bijection with the opensof D, so there are distinct points X and Y of PLD that cannot be distinguishedby global points of D.Axiom 3.5 Let D and E be objects of C. Then there is a morphism � :LD � LE ! L(D � E) such thatj= 8x : D:8y : E:8X : LD:8Y : LE:((x; y) 2 X � Y $ x 2 X ^ y 2 Y )(We write X � Y for �(X;Y ).)For Pos, � is just Cartesian product.The following result, in addition to putting the condition of Axiom 3.5 incategorical form, also shows that it characterizes � uniquely.Proposition 3.6 Axiom 3.5 is equivalent to L preserving �nite products \upto right adjoint", in other words that hLfst;Lsndi : L(D � E) ! LD � LEalways has a right adjoint, which is �.Proof There are two inequalities for the adjunction: �; hLfst;Lsndi v id andhLfst;Lsndi;� w id. Consider the �rst. It is equivalent to �;Lfst v fst with asimilar inequality for snd, in other words for all tuples of points (X : LD;Y :LE) we want Lfst(X � Y ) v X and Lsnd(X � Y ) v Y . By Axiom 3.4 (withfst or snd for f), this is equivalent to the ! half of Axiom 3.5.Now consider the second inequality. Again by Axiom 3.4, but this time withidD for f , we �nd the inequation is equivalent to(x; y) 2 Z j=x:D;y:E;Z:L(D�E) (x; y) 2 Lfst(Z)� Lsnd(Z) (�)



Suppose we do have Axiom 3.5. Using Axiom 3.4 we have that(x; y) 2 Z j=x:D;y:E;Z:L(D�E) x 2 Lfst(Z) ^ y 2 Lsnd(Z)and combining this with Axiom 3.5 gives us (�). Conversely, if we have (�)and x 2 X ^ y 2 Y , then putting Z =# (x; y) in (�) tells us that(x; y) 2 Lfst(# (x; y))� Lsnd(# (x; y)) = # x� # y (by naturality of #)v X � Y �This binary case clearly extends to �nite products of more than two objects,but let us note also the nullary case, which can be proved from the KZ structure.Proposition 3.7 The right adjoint of ! : L1! 1 is #1.Proof 1 is an L-algebra, and by the KZ property its structure map (necessarily!) is left adjoint to #1. �De�nition 3.8 Let f : D ! E be a morphism in C. Then f is semi-upper i�there is a morphism f�1 : LE ! LD satisfyingj= 8x : D:8Y : LE:(x 2 f�1(Y )$ f(x) 2 Y )Again, the following result shows that the condition of De�nition 3.8 char-acterizes f�1 uniquely.Proposition 3.9 f�1 : LE ! LD satis�es the given condition in De�ni-tion 3.8 i� it is right adjoint to Lf : LD ! LE.Proof As in 3.6, consider the inequalities for the adjunction: f�1;Lf v idand id v Lf ; f�1. By 3.4, the �rst is equivalent to the ! direction in 3.8 andthe second is equivalent tox 2 X j=x:D;X:LD x 2 f�1(Lf(X)) (�)We get from 3.8 to (�) by putting Y = Lf(X) in 3.8, and the converse byputting X =# x in (�). �In Pos, as it happens, every morphism is a semi-upper. In Loc, the semi-upper maps are those for which 
f has a left adjoint 9f , while in Locco theyare the perfect maps (those for which the right adjoint of 
f preserves directedjoins).De�nition 3.10 Let f : D ! E in C be a semi-upper. Then f is upper i� thefollowing diagram commutes:



E #- LE f�1 - LDwLD � LEh#; f�1; #i? � - L(D � E)?Lhid; fiThe inequality shown exists in any case: for it is equivalent toLhid; fi(f�1(# y)) v f�1(# y)� # yand by 3.4 this is equivalent tox 2 f�1(# y) j=x:D;y:E (x; f(x)) 2 f�1(# y)� # ywhich, in the light of 3.3, 3.5 and 3.8, is obvious.Hence, the upperness amounts to the following condition, which expressesthe opposite inequality:f(x) v y ^ y0 v y j=x:D;y;y0:E (x; y0) 2 Lhid; fi(f�1(# y))The critical case is when y0 = y, so the condition is equivalent tof(x) v y j=x:D;y:E (x; y) 2 Lhid; fi(f�1(# y)) (�)Let us examine this condition in Pos. It says that if f(x) v y, then there issome x0 : D with f(x0) v y and (x; y) v (x0; f(x0)). Hence y = f(x0) for somex0 w x. In other words for all x, f maps " x onto " f(x), so the direct image ofany upper closed set of points is upper closed. This explains the terminology.De�nition 3.11 An object D is upper i� ! : D ! 1 is upper.Proposition 3.12 An object D is upper i� ! : D! 1 is semi-upper.Proof We have our inverse image morphism !�1 : L1 ! LD with x 2!�1(Y ) () ! 2 Y , and we must show that the equation (�) under 3.10 holds.y and f(x) must be the unique point ! of 1, so we must showj=x:D (x; !) 2 Lhid; !i(!�1(#!))Since ! 2#! we know that x 2!�1(#!), and it follows that(x; !) = hid; !i(x) 2 Lhid; !i(!�1(#!)) �



Theorem 3.13 An object D is upper i� LD has a greatest point, i.e., T : 1!LD satisfying j=x:D x 2 T(It's not hard to see that this condition on T is equivalent to its being rightadjoint to ! : LD ! 1.)Proof) : T =#; !�1 : 1 ! LD. For any x : D we have x 2!�1(#!) i� ! 2#!, which istrue.( : Suppose ! : LD ! 1 as a right adjoint T . De�ne!�1 = (LT ;F) : L1! L2D ! LDWe show that x 2 F(LT (Y )) ,x:D;Y :L1! 2 Y . One way, if ! 2 Y thenwe have x 2 T = F # T = FLT (#!) v F(LT (Y )). The other, if x 2F(LT (Y )) then! 2 L!(F(LT (Y ))) = FL2!(LT (Y )) = FL(L! � T )(Y ) v FL # (Y ) = Y(We have L! � T v# by 3.5 because if x 2 T then ! =!(x) 2#!.) �4 Loc and the Lower PowerlocaleWe now turn to the case of Loc. It is easy to construct �nite products andinserters in Loc; products are well-known, and an inserter I for f; g : D ! Eis de�ned by 
I = Frh
D(qua Fr) j 
f(b) � 
g(b)(b 2 
E)iOur L will be PL.De�nition 4.1 If D is a locale then PLD, the lower powerlocale over D, isde�ned by 
PLD = Frh�a(a 2 
D) j �Wi ai = Wi �aiiIn other words, 
PLD is the free frame generated by 
D qua suplattice.A global point of PLD is a suplattice homomorphism from 
D to 
. Clas-sically, these are in order-reversing bijection with the opens of D | such ahomomorphism corresponds to the join of all the opens that it maps to false|and hence, classically, they can be identi�ed with closed sublocales of D. This



argument does not hold constructively, but nonetheless it is known (Bunge andFunk [4]) that there is an order-isomorphism between the global points of PLDand certain sublocales of D (technically, the weakly closed sublocales with opendomain). This holds out the hope that set-theoretic intuitions might reasonablybe applied to general points of PLD, that in some sense they are determined bythe points of D that they \contain". We shall justify this by proving (Proposi-tion 4.4) that Axiom 3.4 holds.PL is a KZ-monad. PL as a functor is de�ned by (for f : D ! E) 
PLf(�b) =�
f(b), the unit # by 
 # (�a) = a and the multiplication by 
F(�a) = ��a. Itis easy to check that FD is a left adjoint to #PLD. Since �; 
 #= id
D, it followsthat 
 # is onto and Axiom 3.3 holds.Lemma 4.2 � : 
D ! 
PLD is left adjoint to 
 #.Proof 
 # (�a) = a. For the other composition, because � and 
 # are bothsuplattice homomorphisms it su�ces to check the inequality on basic opensVi �ai of PLD. �(
 # (Vi �ai)) = �(Vi 
 # (�ai)) = �(Vi ai) � Vi �ai. �A map from D to PLE is just a suplattice homomorphism from 
E to
D, and a crucial tool is a sharpening of Johnstone's [8] coverage theorem forframes that allows us to describe suplattice homomorphisms between frames.The sharpening is discussed in detail in Abramsky and Vickers [1] and we shallmerely summarize it here.Theorem 4.3 (Johnstone's Coverage Theorem) Let S be a meet semilattice,and let C | \covers" | be a relation between }S and S such that |� if x 2 X C u then x � u (i.e., if X C u then X �# u)� if X C u and s 2 S then fx ^ s : x 2 Xg C u ^ s(Any presentation of a frame by generators and relations can be manipulatedinto this form.)Then FrhS(qua ^-semilattice) j u � W X(X C u)i�= SupLathS(qua poset) j u � W X(X C u)iProposition 4.4 (Axiom 3.4) If f : D ! E is a map of locales, thenj= 8X : PLD:8Y : PLE:(PLf(X) v Y $ 8x : D:(x 2 X ! f(x) 2 Y ))Proof As discussed in Section 3, we consider points X and Y of PLD andPLE (at stage �), and consider the comma square



� x - Dw��? X - PLD?#We �rst �nd | and this does not depend on Y | a left adjoint 9� for 
�.(In fact, though we shan't need this, � is open.)
� �= Frh
D;
�(qua Fr) j a
 true � true
 
X(a)i(Here we use the usual notation for opens of D��, and also abuse notation bytreating 
X as a suplattice homomorphism from 
D to 
�.)�= Frh
D �
�(qua ^-semilattice) j 
 bilinear w.r.t Wa ^ u
 v � a ^ u
 
X(a) ^ vi�= SupLath
D � 
� (qua poset) j same relationsiIt follows that we can de�ne a suplattice homomorphism 9� : 
� ! 
�by 9�(u 
 v) = 
X(u) ^ v, and it is easy to show the inequations to make itleft adjoint to 
�. (To show further that � is open, one checks the Frobeniusidentity: 9�(u
 v ^ true
 b) = 
X(u) ^ v ^ b = 9�(u
 v) ^ b.)Now we need to show that if x; f ; #v �;Y then X;PLf v Y . In 
� , 
f(a)
true � true 
 
Y (a) for all a 2 
D. Applying 9�, we get 
X(
f(a)) �
X(true) ^ 
Y (a) � 
Y (a), and hence X;PLf v Y . �Proposition 4.5 (Axiom 3.5) PL preserves �nite products \up to right ad-joint".Proof Let D and E be locales. We want a suplattice homomorphism � =�; 
(�) from 
(D�E) to 
(PLD�PLE). Because 
(D�E) is the suplatticetensor product of 
D and 
E, this amounts to a suplattice-bilinear functionfrom 
D � 
E to 
(PLD � PLE), so it su�ces to de�ne �(a 
 b) = �a 
 �band check bilinearity (which is obvious).To show that � is right adjoint to hPLfst; PLsndi, we must show that 
(�)is left adjoint to 
hPLfst; PLsndi, in other words that 
(�); 
hPLfst; PLsndi �id and 
hPLfst; PLsndi; 
(�) � id. For the former, it su�ces to show that�; hPLfst; PLsndi � �:




hPLfst; PLsndi(�(a
 b)) = 
hPLfst; PLsndi(�a
 �b)= �(a
 true) ^ �(true
 b)� �(a
 b)For the latter, it su�ces to check on the generators �a
 true(a 2 
D) andtrue
 �b(b 2 
E): e.g.,
(�) � 
hPLfst; PLsndi(�a
 true) = 
(�)(�(a
 true))= �a
 �true � �a
 true �4.1 Results on Open Maps and Locales(See Joyal and Tierney [12] for the basic properties of open maps.)Proposition 4.6 Let f : D ! E be a map of locales. Then f is semi-upper(in the sense of 3.8) i� 
f has a left adjoint 9f : 
D ! 
E.Proof (: Given 9f , de�ne 
(f�1) : 
PLD ! 
PLE a frame homomorphismsuch that �; 
(f�1) = 9f ; �.�; 
(f�1); 
PLf = 9f ; �; 
PLf = 9f ; 
f ; � � � hence 
(f�1); 
PLf � id�; 
PLf ; 
(f�1) = 
f ; �; 
(f�1) = 
f ;9f ; � � � hence 
PLf ; 
(f�1) � idTherefore 
(f�1) is the left adjoint to 
PLf , f�1 is right adjoint to PLf .): Given f�1, de�ne 9f = �; 
(f�1); 
(#).9f ; 
f = �; 
(f�1); 
(#); 
f = �; 
(f�1); 
PLf ; 
(#) � �; 
(#) = id
f ;9f = 
f ; �; 
(f�1); 
(#) = �; 
PLf ; 
(f�1); 
(#) � �; 
(#) = idTherefore 9f is the left adjoint to 
f . �Theorem 4.7 f : D! E is upper (in the sense of the 3.10) i� it is open.Proof Consider �(a
 b) 2 
PL(D � E). Round the upper right path of thediagram from 3.10, we have�(a
 b) 7! �(a ^ 
f(b)) 7! �9f (a ^ 
f(b)) 7! 9f (a ^ 
f(b))Round the lower left path,�(a
 b) 7! �a
 �b 7! 9fa ^ bHence the diagram commutes i� for all a 2 
D and b 2 
E, 9f(a^
f(b)) =9fa ^ b, in other words i� the Frobenius condition holds making f open. �The general results of the previous section now give us the following:



Proposition 4.8 A locale D is open i� PL! : PLD ! PL1 has a right adjoint(i.e., i� | as Joyal and Tierney [12] have already proved | 
! has a left adjoint.The Frobenius condition follows automatically in this case.)Theorem 4.9 A locale D is open i� ! : PLD ! 1 has a right adjoint.Classically, this result is trivial: all locales are open, and PLD always has agreatest point given by the suplattice homomorphisms 
D ! 
 under which allopens except false map to true (corresponding to the whole of D as a closedsublocale). But our argument | and in particular the sharpened coveragetheorem | also holds constructively, when openness is a non-trivial property oflocales.5 Locco and the Upper PowerlocaleThe theory with PL replaced by the upper powerlocale, PU , is very similar exceptthat all the adjunctions work the opposite way round. We can bring this intothe general theory by treating PU as a monad on Locco, i.e., Loc with theorder enrichment reversed. However, to avoid the confusion of having the twoopposite orders, we prefer to dualize the axioms and results of Section 3.De�nition 5.1 If D is a locale, then PUD, the upper powerlocale over D, isde�ned by
PUD = Frh�a(a 2 
D) j �W"i ai = W"i �ai;� ^i ai = ^i�ai (�nite meet)iIn other words, 
PUD is the free frame generated by 
D qua preframe.(A preframe is a poset with directed joins and �nite meets, with binary meetdistributing over the directed joins. A homomorphism of preframes preservesall directed joins and �nite meets.)A point of PUD is a preframe homomorphism from 
D to 
 and these areequivalent to Scott open �lters in 
D. Classically, the Hofmann-Mislove [6]theorem (see also Vickers [17] for the remark that it doesn't depend on spa-tiality) tells us that these are in bijection with the compact saturated sets ofglobal points of D, such a homomorphism corresponding to the intersection ofall the extents of opens that it maps to true. This bijection is order reversing:the specialization order on PUD is the superset order on compact saturatedsubsets. Constructively, one has to replace the Hofmann-Mislove theorem bya result of Johnstone [9]: Scott open �lters of 
D are equivalent to compact�tted sublocales of D.PU is a co-KZ-monad. As a functor it is de�ned by (for f : D ! E)
PUf(�b) = �
f(b), the unit " is 
 " (�a) = a and the multiplication dis (
d)(�a) = ��a. It is easy to check that dD is right adjoint to "PUD.Because �; 
 "= id, it follows that " is a 2-categorical monic (Axiom 3.3).Lemma 5.2 � : 
D ! 
PUD is right adjoint to 
 ".Proof 
 " (�a) = a. For the other composition,



�(
 " (Wi�ai)) = �(Wi 
 " (�ai)) = �(Wi ai) � Wi�ai �(Interestingly, this shows that � preserves all meets, not just �nite ones.)A map from D to PUE is just a preframe homomorphism from 
E to 
D,and again we need techniques that allow us to describe preframe homomor-phisms between frames. These are provided by Johnstone and Vickers [11], andit is worth pointing out that the arguments presented there (and those of Ba-naschewski [2] on which they rely) are constructively valid | they hold in anyelementary topos. Let us brie
y recall here a preframe version of the coveragetheorem, and the preframe account of product locales.Theorem 5.3 (The Preframe Coverage Theorem) Let P be a join semilattice,and let C | \covers" | be a relation between }FP and FP (F for the �nitepower set) such that |� if T 2 X C S then T �U S (i.e., 8s 2 S:9t 2 T:t � s).� if X C S then X is directed with respect to �U .� if X C S and u 2 P then ffx _ u : x 2 Tg : T 2 XgCfx _ u : x 2 Sg(Any presentation of a frame by generators and relations can be manipulatedinto this form.)Then FrhP (qua _-semilattice) j VS � W"fVT : T 2 Xg (X C S)i�= PreFrhP (qua poset) j VS � W"fVT : T 2 Xg (X C S)iFrom this it can be proved that is that ifD and E are locales, then 
(D�E)is a tensor product in a natural sense of 
D and 
E qua preframes. To de�nea preframe homomorphism out of 
(D � E), it su�ces to de�ne its values onthe elements aOb = a 
 true _ true 
 b and show that the resulting functionfrom 
D � 
E is \preframe bilinear" | it preserves directed joins and �nitemeets in each of the arguments (when the other argument is held �xed).Proposition 5.4 (Axiom 3.4) If f : D ! E is a map of locales, thenj= 8X : PUD:8Y : PUE:(PUf(X) w Y $ 8x : D:(x 2 X ! f(x) 2 Y ))(Note: \x 2 X" now means X v" x.)Proof The proof is not very di�erent from the PL case, but let us sketch it toillustrate the preframe techniques. Let X and Y be points at stage � and let �be the comma object that interprets x 2 X over �.
� �= Frh
D;
� (qua Fr) j falseO
X(a) � aOfalsei�= PreFrh
D � 
� (qua poset) j O is bilinear w.r.t. W" and ^a _ uO
X(a) _ v � a _ u
 viIt follows that we can de�ne a preframe homomorphism � : 
� ! 
� by�(uOv) = 
X(u) _ v. (In fact � is the right adjoint of 
�, and indeed �



is proper). Suppose also we have the commutative diagram corresponding tox 2 X j=x:D f(x) 2 Y , which amounts to saying that in 
� , 
f(a)Ofalse �falseO
Y (a) for all a 2 
D. By applying �, we get 
X(
f(a)) � 
X(false)_
Y (a) � 
Y (a), and hence X;PUf w Y . �Proposition 5.5 (Axiom 3.5) PU preserves �nite products \up to left adjoint".Proof Let D and E be locales. We want a preframe homomorphism � =�; 
(�) from 
(D � E) to 
(PUD � PUE). Because 
(D � E) is a preframetensor product of 
D and 
E, this amounts to a preframe-bilinear functionfrom 
D � 
E to 
(PUD � PUE), so it su�ces to de�ne �(aOb) = �aO�band check bilinearity (which is obvious). The rest of the proof is just like thatof Proposition 4.5, though of course the inequalities are reversed. �5.1 Results on Proper MapsNote: The word \proper" has been applied to locale maps f in more than onesense. Hofmann and Lawson [5] use it to mean simply that the right adjoint 8fof 
f preserves directed joins (see Proposition 5.6 below), but we shall followVermeulen [16] in requiring in addition that a Frobenius condition be satis�ed,8f(
f(b)_a) = b_8f(a). He shows that this de�nition is equivalent to D beingcompact over E when considered as a frame object in the category of sheavesover E. Such maps were called perfect in Johnstone [7], where proper was usedin a third sense, namely that D is compact regular over E.Proposition 5.6 Let f : D ! E be a map of locales. Then f is semi-upperin Locco i� the right adjoint of 
f preserves directed joins.Proof We write 8f for the right adjoint of 
f .): Given f�1, de�ne G = �; 
(f�1); 
(").G; 
f = �; 
(f�1); 
("); 
f = �; 
(f�1); 
PUf ; 
(") � �; 
(") = id
f ;G = 
f ;�; 
(f�1); 
(") = �; 
PUf ; 
(f�1); 
(") � �; 
(") = idTherefore G is right adjoint to 
f and so G = 8f. But G is a preframehomomorphism.(: If 8f preserves directed joins, then we can de�ne 
(f�1) : 
PUD !
PUE a frame homomorphism such that �; 
(f�1) = 8f;�.�; 
(f�1); 
PUf = 8f;�; 
PUf = 8f; 
f ;� � � hence 
(f�1); 
PUf � id�; 
PUf ; 
(f�1) = 
f ;�; 
(f�1) = 
f ;8f ;� � � hence 
PUf ; 
(f�1) � idTherefore 
(f�1) is right adjoint to 
PUf , f�1 is the left adjoint to PUf .�Theorem 5.7 f : D! E is upper in Locco i� it is proper.Proof The proof is just like that of Theorem 4.7: straightforward diagram



chasing shows that it commutes i� the Frobenius condition holds. �Theorem 5.8 A locale D is compact i� ! : D ! 1 is proper.Proof See Vermeulen [16]. �As before, we can now apply the general results.Proposition 5.9 A locale D is compact i� PU ! : PUD ! PU1 has a leftadjoint.Theorem 5.10 A locale D is compact i� PUD has a least point (i.e., ! :PUD ! 1 has a left adjoint).Even constructively, this result is not di�cult. The frame homomorphism
! : 
 ! 
D always has a right adjoint, 8!, say, and we �nd true � 8!(a) i�true � a, so the predicate 8! corresponds to the subset ftrueg of 
D. 8! is apreframe homomorphism i� D is compact, and this is then the least point ofPUD. Classically, we have the Hofmann-Mislove theorem under which this leastpoint of PUD is identi�ed with the whole of D as a compact saturated set.6 ConclusionsWhat we have presented here only touches the surface, and so obvious furtherwork is to test the approach, to �nd a tidy axiomatization and to develop thelogic so that one can reason very generally about locales in a point-based fashion.That in itself is no light task, but I believe it is only preliminary to a muchharder question of applying the ideas to toposes, thus bringing the idea of toposas generalized space much closer to the mathematical surface. Though I believethat for locales the interaction of PL with PU is potentially fruitful, I do notknow what the topos-theoretic analogues of these powerlocales are. Plausiblecandidates are bagtoposes (Vickers [18], Johnstone [10]) and symmetric toposes(Bunge and Carboni [3]).There are various other properties that it would seem desirable to axiom-atize, though how they could be captured as a tidy system I don't know. Forinstance, the system should include stability under lax pullback or pullback ofvarious classes of maps and some important properties of open maps axiom-atized by Moerdijk [14]. Also, in an axiomatization that has two interactingmonads corresponding to PL and PU , they should commute (Johnstone andVickers [11] | the maps from D to PLPUE correspond to functions from 
Eto 
D that preserve directed joins).We have not mentioned disjunction or existential quanti�cation in our logic.To bring this into the Kripke-Joyal semantics requires a notion of covering, andthe work of Till Plewe on \triquotient" maps of locales promises some relevancehere.Finally, let us mention a result that holds in Loc and Locco, but fails inPos. The map #: D ! LD (L being PL or PU ) is a pullback of two equalizers,
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